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Abstract of the Thesis

This thesis describes a CMOS 10-MHz Variable Gain Amplifier (VGA) with 60-dB dynamic-range. The gain is continuously tunable over a 6-dB range, with a minimum gain of unity and a maximum gain of two. Continuous gain tuning is accomplished by a novel method of interpolating between 10 taps of a feedback resistor, respectively connected to a fully-differential multi-input-stage operational amplifier. Measured results with a 10-MHz input show THD below $-60$-dB with a $4-V_{pp}$ differential output signal. Third-order intermodulation distortion, for two equal amplitude tones at 9.5-MHz and 10.5-MHz, remains below $-59.17$-dBc over all gain settings. The circuit has been fabricated in a 0.8-$\mu$m CMOS process (Hewlett Packard CMOS26G), occupies an area of $0.6 \times 1$-mm$^2$ and dissipates 50-mW. The VGA is applicable to 10-bit resolution video systems and digital broadband communication signal-conditioning front-end circuitry.
Chapter 1

Introduction: Overview of CMOS Video-Rate VGAs

In virtually all communications systems the received power is unpredictable. This is especially true in wireless mobile systems, where the distance between transmitter and receiver varies continually. In telephony, the routing of a signal can change for each phone call, thus changing the channel characteristics and attenuation seen at the receiver. Likewise, in cable-TV, the cable lengths are never exactly the same from the head-end to subscriber and cause each set-top-box to receive signals with different amplitudes. To buffer receiver electronics from such changes in signal strength, a Variable Gain Amplifier (VGA), is typically employed in a feedback loop to produce an Automatic Gain Control (AGC) circuit. This keeps the output level of the AGC constant, regardless of the input level. The remainder of the receiver can then be designed for a constant, well-controlled input level.

As the sophistication of broadband communications systems, such as digital-video and personal communication, increases, so too does the required dynamic-range and bandwidth of the analog front-end circuitry, of which the VGA is an integral part. These analog signal-conditioning circuits often limit the performance of the overall system. Therefore, achieving high linearity at ever increasing bandwidths is an essential requirement of all analog front-end circuits.
CHAPTER 1. INTRODUCTION

The goal of this research, is to design and test a CMOS VGA with continuously variable gain, a 60-dB dynamic-range and a bandwidth greater than 10-MHz. The power dissipation from a single 5V supply should be less than 50-mW. Such a VGA will find applications in wireless personal communications, broadband residential communications, digital cable-TV and satellite television, where this demanding dynamic-range specification is required to maintain 10-bit of resolution.

1.1 Background

There are three fundamental ways to design a VGA. The first makes use of a switching network to change between various passive feedback elements, thus producing discrete gain steps. The second method continually varies a parameter of the circuit, either in the feedforward or feedback path, to adjust the gain. The third uses dual signal paths; one path is attenuated and subtracted from the other to achieve a large gain variation. Each method has advantages and disadvantages, which are explained below.

Discrete Gain Steps It is well known that negative feedback can be utilized to reduce distortion, provided linear feedback elements are available. Typically only passive elements meet 10-bit linearity requirements. Therefore, to utilize passive feedback elements in a VGA, they must be selectively switched into the signal path. A simplified schematic of a VGA with $N$ gain settings is shown in Fig. 1.1. Because such circuits can take full advantage of negative feedback, they are capable of achieving good linearity for large output voltages. However, the gain can only be set at discrete levels, which may be a disadvantage for some types of systems.

Continuous Gain Variation To achieve continuous control of the gain, one or more parameters of the circuit, such as the bias current, or the bias voltage, can be continuously changed. Examples of this method are shown in Fig. 1.2. The bias current of a differential pair (diffpair) can be tuned to change the gain as shown in Fig. 1.2a, whereas Fig. 1.2b illustrates a circuit which changes the resistance of a
Figure 1.1 Simplified schematic of a VGA using a switched feedback network of passive resistors to achieve discrete gain settings.

gain-setting resistor, which could be constructed from a linearized MOS transistor operating in the triode region. The advantage of the above circuits is that the gain can vary smoothly between extreme values. The disadvantage is that linearity is typically poor. Since the gain is changed by altering the bias point of an inherently nonlinear device, the only way to achieve acceptable distortion performance is to keep the signal levels low, at which point noise limits the dynamic-range. Therefore, circuits of this type are usually limited to small output signals, on the order of 250-mV, for 60-dB dynamic-range in a 10-MHz bandwidth.

Variable Signal Subtraction Another method of achieving continuously variable gain is to use a multi-path circuit, where each path experiences a controlled attenuation before being summed at the output. A common circuit to implement this function is shown in Fig. 1.3. This multiplier circuit has dual signal paths which are summed in opposite phase at the output. The tail current of each diffpair can be adjusted by a tuning voltage \( V_{cti} \), which determines the relative gain of the positive and negative paths. This circuit is symmetric, such that the gain can be made negative as well as positive. The advantage of this circuit is that the gain can be varied
continuously over a large range. The disadvantage is that the noise power doubles due to the dual signal paths, and the linearity is poor for large signals, which limits the dynamic-range.

**Transconductance Linearization Techniques**  A linear tunable transconductor is an essential element in continuous-time filters and there has been a great deal of research in this area. Many of the techniques in CMOS use a feedforward error cancellation technique, which compensates for nonlinearities by subtracting an error of equal magnitude. Some circuits are based on linearizing triode resistors, while others are based on the square-law behavior of a MOSFET in the linear-active region. Although several interesting techniques have been reported [1, 2, 3, 4], virtually all suffer from the following shortcomings:

**Matching Accuracy** Since linearization is obtained by a feedforward cancellation technique, the achievable linearity is limited by matching accuracy.

**Increased Noise** Additional elements are needed to generate equal and opposite error signals or to sense errors and subtract them. These additional elements add noise to the circuit.
Figure 1.3 A CMOS multiplier circuit used as a VGA.

Reduced Signal Amplitude: In the cancellation of errors, a portion of the signal is inevitably subtracted, thus reducing signal amplitude.

Due to the final two short-comings: increased noise, and reduced signal amplitude, these feedforward linearization techniques have a double penalty in the signal-to-noise ratio (SNR). Although the low-frequency linearity of these circuits may improve, the SNR is degraded, resulting in either minimal, or in some cases, no improvement in dynamic-range.

1.2 Motivation and Challenge

The previous section shows that there are two basic choices to be made in considering VGA performance:

- either get high linearity with a large output voltage swing, but be restricted to discrete gain steps,
or have a continuously tunable gain range, but be restricted to an output voltage swing of only 100–200-mV.

Although it may be possible, in some cases, to follow a continuously tunable gain VGA with a fixed-gain amplifier, such as the one shown in Fig. 1.4, often the signal amplitude is large at the input and would have to be attenuated to be compliant with this type of VGA. Such attenuation will drop the signal, relative to the noise floor, and will lower the SNR. The goal of this research is to design a VGA which

![Block diagram of an analog front-end IF down conversion receiver with a VGA to maintain a fixed amplitude signal at the input of the mixer.](image)

Figure 1.4 Block diagram of an analog front-end IF down conversion receiver with a VGA to maintain a fixed amplitude signal at the input of the mixer.

has the advantages of all the techniques described above without the disadvantages. Therein lies the fundamental challenge of this project: achieving high linearity for a large voltage swing and still maintaining a continuously variable gain.

Proposed VGA The approach taken here is to utilize the inherent linearity achievable from negative feedback in a discrete gain-step approach and interpolate between steps to achieve continuous gain tuning. A schematic of this VGA is shown in Fig. 2.7. Before proceeding to the discussion of the circuit design, we will briefly describe how this VGA might be used in application.

1.3 Application Notes

Small Gain Range The proposed VGA has a large output voltage swing of 4-V_{pp} differential and a relatively small gain range of 6-dB. This type of VGA is applicable
to ICs where the input signal is on the order of 0.5–1.0-V and the signal amplitude does not vary significantly. Such a VGA could be used to directly drive an Analog-to-Digital Converter (ADC). An example of this front-end configuration is shown in Fig. 1.5. This front-end is typical of digital baseband communication systems over short (<1-km) wires. Since the wires are short, the signal strength will not vary more than 6-dB. Therefore, the gain range of the VGA is adequate to cover all expected amplitudes of the incoming signal.

**Large Gain Range** In a wireless system the signal strength may vary by as much as 40–60-dB. Therefore, a much larger gain-tuning range is needed. It is often advantageous to achieve the gain variations in two steps. This can be understood by considering the down-converting front-end circuit of Fig. 1.6. In this circuit the large gain variation is achieved using a VGA immediately after the first-stage Low-Noise Amplifier (LNA). The AGC loop using the first VGA uses local feedback and is not controlled by the digitized data. It is needed to prevent overdriving the mixer, which needs a well-controlled amplitude for optimal linearity.

**Advantage of a Dual AGC System** A problem that arises in practical systems is that the mixer, and the circuitry following the mixer, such as the lowpass filter and fixed-gain amplifier, will have an uncertain loss, due to parasitic elements. Depending on processing, this loss can vary from 1–6-dB. If a single AGC loop were used at
Figure 1.6 Possible front-end which performs frequency down conversion. Variable gain is achieved in two stages: the first stage has a large gain range and stabilizes the input signal to the mixer, the second VGA fine-tunes the gain to optimally load the ADC.

the front-end, the gain of the VGA would need to compensate for the uncertainty in the insertion loss. However, in doing so, it could load the mixer with a signal level that does not give optimal performance. Spurious tones could be generated from the mixers nonlinearities, which would adversely effect the overall dynamic-range of the front-end.

To prevent mixer overloading, a dual AGC system can be used, such as the one shown in Fig. 1.6. The second AGC compensates for the variations in insertion loss, but does not affect the voltage level at the input of the mixer. The second VGA can be adjusted to provide optimal loading for the ADC. It is desirable for the second, fine-tuning VGA, to have a continuous gain range, so that the ADC loading can be set to a precision of 1-LSB (Least Significant Bit). Such a configuration may improve the overall dynamic-range of the front-end, over a single AGC system, by 3–6-dB or 0.5–1.0-bit. The VGA described in this research is ideally suited to this application. In the following chapters the design considerations and measured results of this interpolating VGA will be given.
Chapter 2

Circuit Design:
New VGA using Negative Feedback and Interpolation

This VGA circuit is based on a fully-differential multi-input-stage operational amplifier (opamp) with multiple taps on a feedback resistor. In this chapter, the concept of using a multi-input-stage opamp for the purpose of achieving a VGA function, which can smoothly change the voltage gain, will be explained first. Next, the complete architecture and the sub-circuits of the VGA will be discussed. Finally, the control circuit, needed to adjust the voltage gain, will be studied.

2.1 Interpolation Using Dual-Input Operational Amplifier

Most opamps, as shown in Fig. 2.1, consist of three stages: an input-stage, a gain-stage and an output-stage. In general, only the input- and the output-terminals are connected to the external feedback path(s). The closed-loop gain of such an opamp can be altered by adjusting the ratio of feedback elements. In the case of resistive feedback, a gain adjustment may be achieved in two distinct ways: either by sliding
the inputs of the opamp on the feedback resistors, which is equivalent to using a mechanical potentiometer, or by switching, or interpolating between pre-existing feedback paths. Our goal is to utilize a multi-input-stage opamp and interpolate between these stages by building an electronic equivalent of a mechanical potentiometer.

Dual-Input Opamp For a feedback amplifier with multiple feedback paths, when any one of the feedback paths are connected, or disconnected, the closed-loop voltage gain will be changed abruptly. However, we would like to be able to change the gain smoothly between these extremes. To illustrate how this can be accomplished, consider an opamp which has two transconductance cells \((G_m)\) cells) as an input stage, such as the one shown in Fig. 2.2a. This dual-input opamp can be connected with the feedback network depicted in Fig. 2.2b [5]. Each transconductance cell, \(G_{m1}\) and \(G_{m2}\), in combination with the \(I/V\) converter constitutes a simple opamp. The control signal in the circuit is used to enable (ON-state) one \(G_m\) cell and disable (OFF-state) the other. We will consider the pair of simple opamps constructed from \(G_{m1}\) followed by \(I/V\) and \(G_{m2} - I/V\) one at a time. When \(G_{m1}\) is ON and \(G_{m2}\) is OFF, the overall amplifier looks like a simple opamp with a resistor of value \(R\) at the input and a resistor of value \(R\) in the feedback path. Therefore, the gain is \(-1\). In the other extreme when \(G_{m2}\) is ON and \(G_{m1}\) is OFF, the circuit looks like an opamp with an input resistance of \(R\), but the feedback resistance is now \(2R\), which gives a gain of \(-2\).
Interpolation Between Input Stages  By using a control signal which switches the $G_m$ cells either ON or OFF, we obtain a VGA with only two separate gain settings. However, if the control signal is handled properly and provides a smooth transition between the ON- and the OFF-states, the closed-loop may take on a continuum of values in the range $[-2, -1]$. For the input stage in Fig. 2.2, each $G_m$ cell consists of a current source and a differential pair (diffpair), as shown in Fig. 2.3. The current sources are controlled by the voltage $V_{ctl}$. A simple circuit to provide this control is the multiplier circuit of Fig. 2.4. As $V_{ctl}$ is swept linearly, the bias current is smoothly steered from the first diffpair to the second.

Virtual Ground  It is helpful to consider the *projection* diagram of Fig. 2.5 to understand how the dual-input opamp of Fig. 2.2b works as a VGA. When the gain is $-1$, the virtual ground (pivot-point of the projection diagram) is between the input resistor of value $R$ and the feedback resistor of value $R$. When the gain is $-2$, the virtual ground is between the input resistor of value $R$ and the feedback resistor of value $2R$. When the gain is set to a value between $-1$ and $-2$, the input voltage of two $G_m$ cells will be $180^\circ$ out of phase. $G_{m1}$ will contribute a positive differential output current, while $G_{m2}$ will contribute a negative differential output current.
**Figure 2.3** The input stage with two transconductance cells.

**Figure 2.4** Dual-input-stage and its control circuit.

**Figure 2.5** The projection diagram for an amplifier with the closed-loop gain from 1 to 2.
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The effective virtual ground will be somewhere between each of the extremes and each differential will see a non-zero input voltage which is sufficient to cause the sum of the currents from $G_{m1}$ and $G_{m2}$ to go to zero.

2.2 Architecture of the VGA

**Tuning Range vs. Distortion** In the previous section it was shown that a dual-input opamp can be used to construct a VGA. However, it was also shown in Fig. 2.5 that when the VGA is interpolating between extreme gain points, there will be non-zero voltages on the differential inputs. This non-zero voltage will cause a non-zero current to be generated from each differential pair. The larger the gain separation of the extremes, the larger will be the voltage excursion on the differential pairs. Therefore, the achievable tuning range will be limited by distortion requirements.

In order to change the gain continuously over a larger range, and still maintain acceptable distortion performance, the number of $G_m$ cells may be increased such that the input stage can be switched among a set of pre-existing feedback paths. This will keep the gain variation between adjacent taps low, thus reducing distortion. The tuning range can then be increased by increasing the number of taps. A block diagram of this multi-input-stage opamp is shown in Fig. 2.6. The opamp is fully-differential so as to be insensitive to common-mode interference and to attenuate even harmonic distortion.

**Modified Feedback Network** The feedback network can also be modified; instead of interpolating between a parallel bank of feedback resistors, we simply use multiple taps of a single resistor, as shown in Fig. 2.7. Since the inputs of the opamp will be tapped linearly on the same feedback resistor, the gain will be varied monotonically with respect to the control voltage. In the following sections, the sub-circuits and the components depicted in Fig. 2.6 and Fig. 2.7 will be discussed.
Figure 2.6 Block diagram of an operational amplifier which has a series of transconductance cells as the multi-input-stage.

Figure 2.7 Overall architecture of the new VGA.
2.3 Multi-Input-Stage

The multi-input-stage, as shown in Fig. 2.6, comprises a series of $G_m$ cells connected in parallel. Each cell consists of a diffpair and a current mirror. The schematic for each $G_m$ cell is shown in Fig. 2.8. The magnitude of the transconductance of each $G_m$ cell is controlled by a bias current signal $I_{ctl,i}$ which is a function of the control voltage $V_{ctl}$. The outputs of the $G_m$ cells are connected together and fed to the telescopic $I/V$ converter.

![Diagram of multi-input-stage](image)

**Figure 2.8** Transconductance cell.

Although the currents from $N$ separate $G_m$ cells contribute to the total signal current, not all $G_m$ cells will be switched on simultaneously. Only consecutive pairs will be operating; all other cells will be switched off by shutting off their bias currents. In general, if there are $N$ $G_m$ cells, the overall current entering the telescopic $I/V$ converter can be expressed using vector notation. Making the following definitions,

$g_{m,i}(V_{ctl}) = $ the transconductance of $i^{th}$ cell which is a function of $V_{ctl}$,

$V_{ctl} = $ the control voltage, and

$\Delta V_{in,i} = $ the differential input voltage of $i^{th}$ cell.

The overall transconductance ($\overrightarrow{G_m}$) can be written as

$$\overrightarrow{G_m} = \begin{bmatrix} g_{m,1}(V_{ctl}) & g_{m,2}(V_{ctl}) & \cdots & g_{m,n}(V_{ctl}) \end{bmatrix}. \quad (2.1)$$
The output current ($\Delta I$) is therefore given by

$$\Delta I = \overrightarrow{G_m} \cdot \overrightarrow{\Delta V_{in}},$$

(2.2)

$$\Delta I = \begin{bmatrix} g_{m,1}(V_{ctl}) & g_{m,2}(V_{ctl}) & \cdots & g_{m,n}(V_{ctl}) \end{bmatrix} \begin{bmatrix} \Delta V_{in,1} \\ \Delta V_{in,2} \\ \vdots \\ \Delta V_{in,n} \end{bmatrix}.$$  

(2.3)

In this multi-input-stage, the transconductance of each cell ($g_{m,i}$) can be changed by the control voltage ($V_{ctl}$), which must produce necessary bias currents to properly control all $G_m$ cells. The details of the control circuit and the method used for converting a voltage signal to current control signals will be elaborated upon further in Section 2.9.

### 2.4 Telescopic-Cascode Stage

Following the multi-input-stage, the output currents will be collected at the drains of each $G_m$ cell and converted to voltages using a high-gain telescopic-cascode stage of Fig. 2.9. Although this stage has a limited output voltage swing, an output stage, with additional gain, will follow the telescopic-cascode stage so that this limited swing will not limit the output swing of the overall VGA.

![Figure 2.9 Modified telescopic-cascode stage.](image-url)
2.5 Differential Output Stage

The telescopic-cascode stage has a limited output voltage swing and a high output impedance and therefore cannot be used to directly drive the low resistive load at output. An output stage with DC gain and large current handling capabilities is necessary.

**Class-A vs. Class-AB** Either a Class-A or Class-AB output stage can deliver sufficient signal current to the load. Each has advantages and disadvantages.

**Class-A output stage** There exists an output device that is always conducting a bias current larger than the maximum signal, therefore power delivering efficiency is poor. For CMOS technology, a Class-A stage can be constructed from a source follower configuration with a common-source bias current stage, or from a common-source input stage. [6, Fig. 6.10a and Fig. 6.26a]. The first has a low output impedance, but has a DC offset and no DC gain; the latter has DC gain, but a high output impedance.

**Class-AB output stage** There exists a pair of complementary devices, which deliver current in response to the signal. They are biased at only a small quiescent current when there is no output signal, therefore, standby current dissipation is low and efficiency is increased. In the presence of a signal, if an output signal appears, the pair of complementary output devices will be switched on alternatively. However, complementary devices are active only half of the signal cycle and the *cross-over* between devices is a source of distortion. For CMOS processes, a Class-AB stage can be realized using a pair of source followers with two transistor-connected diodes used for the quiescent biasing [7, Fig. 5.29].

This VGA is designed to operate from a single 5-V power supply; the single-ended output range should be $\pm 1$-V with respect to the common-mode potential. Since a source follower requires a level shift of the gate-source voltage ($|V_{gs}| > |V_l| \approx 1$-V), it is difficult to utilize this circuit configuration with a large-swing output stage.
Furthermore, at high frequency operation (e.g., 10-MHz), nonlinearities due to the crossover distortion\(^1\) is not acceptable for a simple Class-AB output stage, and we decided not to use it in this application. As a result, a Class-A common-source output stage as in Fig. 2.10 was selected. Although the power efficiency is poor, the trade-off is that we are able to obtain a large voltage-swing with low harmonic-distortion. In the fully-differential implementation we use two output stages working in anti-parallel. A detailed analysis of the distortion of the output stage will be given in Section 3.1.4 and Section 3.2.

\[\text{Figure 2.10 Output stage.}\]

2.6 Feedback

It is important for the gain of a VGA to be changed monotonically with respect to the control signal. Otherwise, it is very difficult to design a stable Automatic Gain Control (AGC) circuit that can adjust and lock the gain to maintain a fixed output level. In this implementation, the gain is adjusted by electronically sliding the virtual ground (pivot-point) along the feedback resistor, which insures monotonic gain variations. The feedback resistors for the positive and negative signal paths are partitioned into three parts as shown in Fig. 2.11.

\(^1\) Here, the crossover distortion relates not only to the dead-band in the transfer characteristic at the actual cross-over, but also to the asymmetry in conduction from one device to another.
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$R$ — The middle part of the resistor. The inputs of the multi-input-stage will be tapped here. Depending on the pivot location, it can be further partitioned into $R_1$ and $R_2$, where $R = R_1 + R_2$.

$R_{in}$ — The initial part of the resistor, which is always in the input path and never in the feedback path.

$R_{out}$ — The final part of the resistor. This portion is always in the feedback path and never in the input path.

The total resistance, $R_{total} = R_{in} + R + R_{in}$, is a constant.

---

**Figure 2.11** Partitioning of a feedback resistor.

---

**Gain vs. Control Voltage** If the open-loop gain of the opamp is assumed to be infinite, the closed-loop voltage gain ($A_v$) is found to be

\[
A_v = \frac{R_{out} + R_2}{R_{in} + R_1},
\]

(2.4)

\[
A_{v,max} = \frac{R_{out} + R}{R_{in}},
\]

(2.5)

\[
A_{v,min} = \frac{R_{out}}{R_{in} + R}.
\]

(2.6)

Referring to (2.4), it can be seen that the closed-loop gain displays a nonlinear characteristic, when the taps on the feedback resistor are linearly spaced. The rate of change of the gain is low when the gain is low, and high when the gain is high, which is similar to an exponential characteristic. This characteristic is plotted in Fig. 2.12. If a linear gain characteristic is needed, the spacing between taps on the feedback resistor can be chosen to generate an overall linear gain variation.
vs. control-voltage characteristic. However, for most AGCs only monotonicity is required. So a linear tap spacing was used in this design, which results in the mildly nonlinear gain characteristic of Fig. 2.12.

![Graph showing closed-loop gain](image)

**Figure 2.12** Plot of the closed-loop gain \( A_v \) when \( R_{in} = 2 \), \( R = 1 \), \( R_{out} = 3 \), from (2.4).

### 2.7 Common-Mode Feedback (CMFB) Circuit

The VGA is fully-differential and requires a Common-Mode Feedback (CMFB) circuit to insure that the outputs remain balanced around a fixed common-mode potential. It is typical in CMFB circuits to monitor the outputs (\( V_{out+} \) and \( V_{out-} \)) directly. However, these signals may swing within the full output range. In this circuit, since a feedback resistor is used, the scaled-down version of the output signals can be conveniently probed in the middle of the feedback resistors. This is illustrated graphically in Fig. 2.13. The CMFB circuit can take advantage of this reduced differential swing so that the CMFB circuit will operate in a more linear region. This will help to eliminate differential-mode induced common-mode variations. When we consider the location to tap the feedback resistor which feeds to the CMFB circuit, we use the criteria that the swing should be identical for the highest and the lowest closed-loop gain. This criteria is illustrated in Fig. 2.14.
To stabilize the common-mode output level, the CMFB circuit of Fig. 2.15 is used. The circuit monitors the differential signal between nodes ($V_{\text{ref},1}$ and $V_{\text{ref},2}$). If these signals show perfect odd symmetry about the common-mode reference, $V_{\text{com}}$, the cross-coupled connection will insure that the voltage at $V_{\text{cmfb},1}$ and $V_{\text{cmfb},2}$ remain at a fixed DC level. However, if the common-mode signal, $(V_{\text{ref},1} + V_{\text{ref},2})/2$, is greater than $V_{\text{com}}$, more current will be diverted to $V_{\text{cmfb},1}$ and the voltage will drop, while less current will be drawn from $V_{\text{cmfb},2}$ and the voltage will increase.

The negative output of the CMFB circuit, $V_{\text{cmfb},1}$, is used to bias the top p-channel transistors in the telescopic-cascode stage of Fig. 2.9. When the output common-mode level rises, the bias voltage on the gates of the p-channel current sources will reduce, which will cause the common-mode output voltage to reduce, too. This re-
results in a negative feedback loop, which will force the common-mode output voltages to be balanced at the proper level. Care must be taken, however, to make sure that this negative feedback loop is stable and does not oscillate.

2.8 Input Voltage Buffer

Because this VGA uses resistive feedback, the input impedance to the VGA would be determined by the input resistor if a voltage buffer were not used. In order to prevent drawing current from the input signal, dual input voltage buffers are inserted between the input terminals and the feedback resistors. The required performance specifications of the input buffer is tighter than that of the VGA such that the overall circuit performance will not be adversely affected. The specifications of the voltage buffer are listed in Table 2.1.

The voltage buffer used in this design is a simple opamp with unity feedback, as shown in Fig. 2.16. This circuit is a two-stage opamp which has a Class-A common-source output stage. Its THD is mainly determined by the performance of the output stage. Its common-mode operating range is limited by the input stage. The common-mode range could be expanded by using a rail-to-rail design [8, 9], however,
Table 2.1 Specifications for the input voltage buffer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expected Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>1 (0-dB)</td>
</tr>
<tr>
<td>Output Range</td>
<td>4-V_{pp} differential; ±1-V_{p} single-ended</td>
</tr>
<tr>
<td>Frequency Range</td>
<td>DC to 10-MHz</td>
</tr>
<tr>
<td>Linearity (THD)</td>
<td>Below −65-dB for frequencies up to 10-MHz</td>
</tr>
<tr>
<td>Signal-to-Noise (SNR)</td>
<td>≥ 60-dB</td>
</tr>
</tbody>
</table>

the performance of the simple two-stage opamp is more than adequate for our needs.

![Schematic for the input voltage buffer.](image)

Figure 2.16 Schematic for the input voltage buffer.

2.9 Gain Control Circuit

In the previous sections the sub-circuits needed for the signal-path of the VGA have been described. In this final section, we will describe the gain control circuit, which produces the proper bias currents needed by the $G_m$ cells in the multi-input-stage. The following guidelines must be considered in the design of the control circuit.
- For each $G_m$ cell, its ON or OFF state is controlled by its reference bias current. This means that the given control voltage signal should be converted into current signals which control the actual switching. We design the bias current control to provide smooth switching between adjacent cells.

- Since interpolation is performed only between consecutive taps, only two $G_m$ cells can be switched ON at any given time.

- To illuminate excess distortion it is necessary to turn OFF each $G_m$ cell completely, when it is not being used.

The general shape of the bias currents needed, as a function of the control voltage is shown in Fig. 2.17. Each current signal is approximately a bell-shaped transfer curve with respect to $V_{ctl}$. When the bias current is non-zero, its corresponding $G_m$ cell will be operating in the active range, and when the current equals zero, the $G_m$ cell will be OFF.

![Figure 2.17](https://example.com/figure.png)

**Figure 2.17** Expected current signals from control circuit.

To generate the current signals needed, we can take advantage of the transfer characteristics of a diffpair. The $V-I$ transfer curve of a diffpair is plotted in Fig. 2.18b. A bell-shaped $V-I$ transfer curve can be obtained if the shifted versions of $I_1$ and $I_2$ are subtracted, for example, $I_1(\Delta V + V) - I_1(\Delta V - V)$ or $I_2(\Delta V - V) - I_2(\Delta V + V)$. The resulting current is shown in Fig. 2.18c. This is precisely the desired current pulse needed to gradually switch the input $G_m$ cells ON and OFF.

We have shown how to generate one of the desired current pulses, it remains to generate all the pulses with the proper relative spacing. This can be accomplished using the circuit of Fig. 2.19. This circuit is a series of diffpairs; all the positive
input terminals are taken from successive taps of a reference resistor, while the negative input terminals are connected to a common control voltage, $V_{ctl}$. Under these connections, the control signal is compared to different reference potentials and shifted versions of $I_1$ and $I_2$ as in Fig. 2.18b can be obtained.

Figure 2.18 The characteristic of a differential pair.

Figure 2.19 The core part of the control circuit.
Generation of Bias Control from Primitive Currents  The control current signals for each $G_m$ cell can be determined as follows.

\[
\begin{align*}
I_{ct1,1} &= I_2 - I_4, \\
I_{ct1,2} &= I_5 - I_3, \\
I_{ct1,3} &= I_6 - I_8, \\
\vdots \\
I_{ct1,i} &= \begin{cases} 
I_{2i} - I_{2i+2} & \text{if } i \text{ is odd,} \\
I_{2i+1} - I_{2i-1} & \text{if } i \text{ is even.}
\end{cases}
\end{align*}
\] (2.7)

Current Subtraction Circuit  The current subtraction can be achieved in several ways. The circuit that was used here is a simple current mirror, as shown in Fig. 2.20. Two current signals are applied to the input and the output of the mirror. Because of the duplication of the input current on the output side, a difference current $(I_2 - I_4)$ will be generated.

![Diagram of current subtraction circuit](image)

Figure 2.20  A simple current mirror for current differencing.

Offset Current to Insure Bias Shut-Off  It is important that the $G_m$ cell is OFF when it is supposed to be OFF. If we used a simple subtraction method, random offsets would result in a residual current in some of the $G_m$ cells, which would leave them slightly ON at the wrong moment. This offset is incorporated into the design by making the maximum value of $I_2$ smaller than the maximum value of $I_4$. This will force the voltage on the drain of $M_2$ low, which will shut-off the bias current
being fed to the $G_m$ cell. In general, it can be achieved by assigning the current ratio for biasing the odd and the even diffpair to be $1:1.1$.

**Trade-Off in Design** The spread, or width, of the bell-shaped $V-I$ transfer curve is related to the aspect ratio ($W/L$) of the diffpairs. If the aspect ratio is higher, the width of the transfer curve is narrower; and vice versa. Since the transfer curves of Fig. 2.17 should fit within the desired control voltage range, in this case between $V_{dd}$ and $V_{ss}$, the number of control signals that can be accommodated is limited. (In this design, 10 taps were used.) If more $G_m$ cells are needed, a higher aspect ratio should be assigned to each diffpair in the control circuit. This has the disadvantage of increasing the die area of the control circuit. If this becomes unwieldy, a nested control circuit can be designed based on a nested folding structure [10].

**Summary** In this chapter, the architecture and the building blocks of this interpolating VGA have been presented. The architecture was chosen because of its superior linearity. In the next chapter we will analyze the nonlinearity of the circuit in detail and optimize the circuit for maximum dynamic-range.
Chapter 3

Design Considerations:
Optimization for Maximum Dynamic-Range

In the proposed VGA, the output voltage swing is large (4-\(V_{pp}\) differential); therefore the dynamic-range is limited by distortion rather than noise. The distortion is primarily caused by the multi-input-stage and the output stage. Each of these distortion sources will be discussed separately. Before this discussion, we will review some important basics of distortion theory in quasi-linear circuits. This review follows Willingham [11]. The key aspects as they relate to this design are repeated here for the readers convenience.

3.1 Nonlinear Distortion in Quasi-Linear Circuits

In the broadest sense, distortion can be considered to be any change in signal shape caused by the circuit operation, except simple scaling. This could include cross-coupling, power-supply noise, nonlinear group-delay, and a long list of other ailments. This differs from noise, in that distortion is predictable. However, this definition of distortion is too broad for our purpose. We will be only concerned with
signal distortion which arises from circuit nonlinearities. In any practical circuit, we cannot find components with perfectly linear characteristics. We only approximate linear behavior, and we use measures, such as, Total Harmonic Distortion (THD) and Intermodulation Distortion (IMD) to indicate how well our quasi-linear circuit approximates ideal linear behavior.

3.1.1 Basic Theory

In general, the transfer function of a quasi-linear system, such as the one depicted in Fig. 3.1 can be expressed as a power series expansion around its operating point, \((x_0, y_0)\),

\[
y - y_0 = f(x) = a_1(x - x_0) + a_2(x - x_0)^2 + a_3(x - x_0)^3 + a_4(x - x_0)^4 + a_5(x - x_0)^5 + \cdots. \tag{3.1}
\]

The first coefficient, \(a_1\), is the familiar incremental linear gain of the system. Other higher-order coefficients, \(a_2, a_3, a_4, a_5, \ldots\), characterize the nonlinear distortion. If a simple cosine signal \((x = x_0 + \rho_x \cos \omega t)\) is applied to the system, the output will be

\[
y - y_0 = a_1 \rho_x \cos \omega t + a_2 (\rho_x \cos \omega t)^2 + a_3 (\rho_x \cos \omega t)^3 + a_4 (\rho_x \cos \omega t)^4 + a_5 (\rho_x \cos \omega t)^5 + \cdots,
\]

\[
y - y_0 = \left( \frac{1}{2} a_2 \rho_x^2 + \frac{3}{8} a_4 \rho_x^4 + \cdots \right) \\
+ \left( a_1 + \frac{3}{4} a_3 \rho_x^2 + \frac{5}{8} a_5 \rho_x^4 + \cdots \right) \rho_x \cos \omega t \\
+ \left( \frac{1}{2} a_2 + \frac{1}{2} a_4 \rho_x^2 + \cdots \right) \rho_x^2 \cos 2\omega t \\
+ \left( \frac{1}{4} a_3 + \frac{5}{16} a_5 \rho_x^2 + \cdots \right) \rho_x^3 \cos 3\omega t
\]

Figure 3.1 All transistor circuit are nonlinear systems.
$\begin{align*}
  &+\left(\frac{1}{8}a_4 + \cdots \right)\rho_z^4 \cos 4\omega t \\
  &+\left(\frac{1}{16}a_5 + \cdots \right)\rho_z^5 \cos 5\omega t \\
  &+ \cdots 
\end{align*}$ (3.2)

The transfer function contains harmonics which are integer multiples of the input (fundamental) frequency. The harmonic distortion of the system is defined to be the amplitude ratio of the harmonic content to the fundamental frequency,

$$
\text{HD}_i \triangleq \frac{\text{Amplitude of } i^{\text{th}} \text{ harmonic}}{\text{Amplitude of the fundamental}},
$$

where $i$ is greater than 1. The total harmonic distortion is defined to be

$$
\text{THD} \triangleq \sqrt{\sum_{i=2}^{\infty} \text{HD}_i^2}.
$$

We can take the simple sum of the powers as in (3.4) and ignore all the cross-products because all the harmonics are mutually orthogonal.\(^1\)

For quasi-linear systems, the power series terms typically converge rapidly and the coefficients above $a_3$ can be ignored. Further, for small inputs such that the third-order term is significantly smaller than the linear term, $(3/4)a_3\rho_z^2 \ll a_1$, the system series-expansion function (3.2) can be approximated to be

$$
y - y_0 = \frac{1}{2}a_2\rho_z^2 + (a_1 + \frac{3}{4}a_3\rho_z^2)\rho_z \cos \omega t + \frac{1}{2}a_2\rho_z^2 \cos 2\omega t \\
+ \frac{1}{4}a_3\rho_z^3 \cos 3\omega t + \cdots,
\approx a_1\rho_z \cos \omega t + \frac{1}{2}a_2\rho_z^2 \cos 2\omega t + \frac{1}{4}a_3\rho_z^3 \cos 3\omega t.
$$

(3.5)

When the THD is dominated by second- and third-order harmonic distortion, the circuit is said to be in its mild distortion regime.

\(^1\) When two real periodic functions, $v(t)$ and $w(t)$, are orthogonal to each other, their dot-product is equal to zero, $(u, v) = 0$, where

$$
(u, v) \triangleq \int_{t}^{t+T} v(t)w(t)dt = 0.
$$

$T$ is the integer multiple of the periods of both $v(t)$ and $w(t)$. However, for any two harmonics, they will satisfy the above condition.

$$
(u_m, u_n) = \int_{t}^{t+T} \cos(m \cdot 2\pi ft)\cos(n \cdot 2\pi ft)dt = \begin{cases} 0 & \text{if } m \neq n, \\
\frac{1}{2T} & \text{if } m = n,
\end{cases}
$$

where $m$ and $n$ are positive integers. Because of the orthogonality, all the cross-product terms will vanish in the integral, and the THD is calculated by the root-mean-square method.
Fully-Differential Design: Cancellation of Even-Order Distortion

For a fully differential system, if a balanced cosine signal, \( x_1 = x_0 + \rho_x \cos \omega t \) and \( x_2 = x_0 - \rho_x \cos \omega t \), is applied to the system, the output can be written as follows,

\[
y' = f(x_1) - f(x_2).
\]

(3.6)

Recalling (3.1), the power series terms can be separated as,

\[
y' = \sum_{i=1}^{\infty} a_i(\rho_x \cos \omega t)^i - \sum_{i=1}^{\infty} a_i(-\rho_x \cos \omega t)^i,
\]

\[
= 2 \sum_{j=1}^{\infty} a_{2j-1}(\rho_x \cos \omega t)^{2j-1}.
\]

(3.7)

Due to even symmetry, all the even coefficients in (3.7) sum to zero. Referring to (3.2), the coefficient of all the even harmonics are composed of only the even coefficients in the power series expansion of (3.1). Therefore, in a fully-differential system, all even-order harmonics will vanish.

It should be remembered, however, that this property occurs due to cancellation, it is only as reliable as the matching accuracy of the positive and negative signal paths.

Improvements Relative to a Single-Ended Circuit

Since the even harmonics disappear, and the relative amplitude of the odd harmonics, with respect to fundamental, remains fixed, the THD of the fully differential system will be improved in comparison to a single-ended circuit. This improvement is very significant, since most single-ended systems have distortion dominated by the second-order harmonic, and in general, the lower-order nonlinearities dominate, \( a_2 > a_3 > a_4 > a_5 > \ldots \).

3.1.2 Distortion in a CMOS Differential Pair: Example Calculation

To see how to use the basic theory to optimize circuit performance, let's consider a simple CMOS differential pair (diffpair), shown in Fig. 3.2. By using Kirchoff's
Voltage Law (KVL) around the gate-source loops of the coupled-pair,

\[ V_{in,+} - V_{gs,1} + V_{gs,2} - V_{in,-} = 0, \]
\[ V_{in,+} - V_{in,-} = V_{gs,1} - V_{gs,2}, \]
\[ \Delta V_{in} = \sqrt{\frac{2I_{d1}}{K}} - \sqrt{\frac{2I_{d2}}{K}}, \]
\[ = \sqrt{\frac{2I_d}{K}} \left( \sqrt{1 + \frac{\Delta I}{2I_d}} - \sqrt{1 - \frac{\Delta I}{2I_d}} \right), \quad (3.8) \]

we can write the input differential voltage, \( \Delta V_{in} \), as a function of the output differential current, \( \Delta I \). It is helpful in the analysis to factor out bias quantities and write the signals as a normalized deviation away from the bias point. We can use the following differential notation,

\[ \Delta V_{in} = V_{in,+} - V_{in,-}, \]
\[ I_d = (K/2)(V_{gs} - V_i)^2, \]
\[ K = \mu_n C_{ox} (W/L), \]
\[ \bar{I}_d = (I_{d1} + I_{d2})/2 = I_{bias}/2, \]
\[ \Delta I = I_{d1} - I_{d2}, \]
\[ I_{d1} = \bar{I}_d + \Delta I/2, \]
\[ I_{d2} = \bar{I}_d - \Delta I/2. \]

We can then define a normalized effective-gate-source voltage as the difference between the normalized gate-source voltage (\( \bar{V}_{gs} \)) and the threshold voltage (\( V_i \)),

\[ \bar{V}_{gt} = \bar{V}_{gs} - V_i = \sqrt{\frac{2I_d}{K}} = \sqrt{\frac{I_{bias}}{K}}. \quad (3.9) \]
The $V/I$ relationship of (3.8) can then be rewritten as

$$\frac{\Delta V_{in}}{V_{gt}} = \left(\sqrt{1 + \frac{\Delta I}{2I_d}} - \sqrt{1 - \frac{\Delta I}{2I_d}}\right).$$  \hspace{1cm} (3.10)

To determine the harmonic distortion we can expand the square-root terms into power a series,\(^2\)

$$\frac{\Delta V_{in}}{V_{gt}} = \frac{\Delta I}{2I_d} + \frac{1}{8} \left(\frac{\Delta I}{2I_d}\right)^3 + \frac{7}{128} \left(\frac{\Delta I}{2I_d}\right)^5 + \cdots.$$  \hspace{1cm} (3.11)

**Anti-Causal Analysis and Harmonic Predistortion** The result of (3.11) is not in a suitable form for our purpose. To analyze the harmonic distortion of the system we desire the output ($\Delta I$) to be written as an explicit function of the input ($\Delta V_{in}$). However, it is often more convenient in the analysis to write the input as an explicit expression of the output. This anti-causal expression is generally simpler, especially in the presence of feedback. Willingham explains [11, Chapter 4], how harmonic pre-distortion (the amount of distortion needed to be added to the input to generate a perfectly linear output) is related to harmonic distortion (the distortion at the output generated when a perfectly linear input is applied.) Willingham’s results are summarized in Appendix A, which we will use here to find the THD of the diodepair. From (A.2), (A.3) and (A.7), (3.11) can be rewritten as,

$$\frac{\Delta I}{2I_d} = \frac{\Delta V_{in}}{V_{gt}} - \frac{1}{8} \left(\frac{\Delta V_{in}}{V_{gt}}\right)^3 - \frac{1}{128} \left(\frac{\Delta V_{in}}{V_{gt}}\right)^5 + \cdots.$$  \hspace{1cm} (3.12)

This expression inverts the previous series and now expresses the normalized output current as a function of the normalized input voltage. (3.12) implicitly assumes that both transistors are operating in the linear-operating region (saturation region). (If $M_1$ and $M_2$ are operating in the triode region, (3.8)–(3.12) cannot be used to describe the relationship between $\Delta I$ and $\Delta V_{in}$.)

The distortion of the diodepair contains only odd-harmonics. Since, higher harmonics

\(^2\) By means of the Taylor series expansion,

$$\sqrt{1 + x} = 1 + \frac{1}{2} x - \frac{1}{8} x^2 + \frac{1}{16} x^3 - \frac{5}{128} x^4 + \frac{7}{256} x^5 + \cdots.$$
contribute significantly less distortion than lower harmonics for this circuit\(^3\), we can restrict our attention to the 3rd- and 5th-order terms, which are as follows,

\[
\begin{align*}
\text{HD}_3 &= \frac{1}{4} a_1 \rho_x^2 = -\frac{1}{32} \rho_x^2, \\
\text{HD}_5 &= \frac{1}{16} a_1 \rho_x^4 = -\frac{1}{2048} \rho_x^4, \\
&= -\frac{1}{2} \text{HD}_3^2. 
\end{align*}
\]  

(3.13)

The THD of the diffpair is therefore given approximately by

\[
\begin{align*}
\text{THD} &\approx \sqrt{\text{HD}_3^2 + \text{HD}_5^2}, \\
&\approx \sqrt{\left(\frac{1}{4} a_1 \rho_x^2\right)^2 + \left(\frac{1}{16} a_1 \rho_x^4\right)^2},
\end{align*}
\]  

(3.15)

which can be simplified to

\[
\begin{align*}
\text{THD} &\approx \text{HD}_3 \sqrt{1 + \frac{1}{4} \text{HD}_3^2}, \\
&\approx \frac{1}{32} \rho_x^2 \sqrt{1 + \frac{1}{4} \left(\frac{1}{32} \rho_x^2\right)^2},
\end{align*}
\]  

(3.16)

**Modulation Index: Limits of Analysis**  Recall that \(\rho_x\) is the normalized input amplitude, also known as the *modulation index*. If the differential input is given by \(\Delta V_x \cos(\omega t)\), then

\[
\rho_x \triangleq \frac{\Delta V_x}{V_{gt}} = \frac{|\Delta V_x|}{\sqrt{\mu_n C_{ox} (W/L)}},
\]  

(3.17)

The above analysis is valid for \(|\rho_x| \leq \sqrt{2}\). When \(|\rho_x| > \sqrt{2}\), the circuit enters a strongly nonlinear region and the equations used to derive the above results don’t account for this situation.

**Numerical Example**  We can calculate the distortion of the diffpair for a typical sized transistor with \((W/L) = 40\) and \(\mu_n C_{ox} = 163-\mu A/V^2\). For a bias tail-current

\[
ya - y_0 \approx a_1 \rho_x \cos \omega t + \frac{1}{2} a_2 \rho_x^2 \cos 2\omega t + \frac{1}{4} a_3 \rho_x^3 \cos 3\omega t + \frac{1}{8} a_4 \rho_x^4 \cos 4\omega t + \frac{1}{16} a_5 \rho_x^5 \cos 5\omega t.
\]  

\(^3\) Referring to (3.2), if the coefficients beyond \(a_5\) are ignored and all the terms inside the brackets with \(\rho_x^2, \rho_x^3, \rho_x^4, \ldots\) can also be neglected, the function can then be rewritten as
of 200-μA, $V_{rr}=175$-mV in the balanced state when 100-μA flows in each transistor. The distortion of the differential output current of the diffpair is given in Table 3.1 for an input signal of $\Delta V_z \cos(\omega t)$, at various values of $\Delta V_z$. We can see that the

<table>
<thead>
<tr>
<th>$\Delta V_z$</th>
<th>$\rho_z$</th>
<th>HD$_3$</th>
<th>HD$_5$</th>
<th>THD</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-mV</td>
<td>0.1429</td>
<td>-63.90-dB</td>
<td>-133.83-dB</td>
<td>-63.90-dB</td>
</tr>
<tr>
<td>50-mV</td>
<td>0.2857</td>
<td>-51.86-dB</td>
<td>-109.75-dB</td>
<td>-51.86-dB</td>
</tr>
<tr>
<td>75-mV</td>
<td>0.4286</td>
<td>-44.82-dB</td>
<td>-95.66-dB</td>
<td>-44.82-dB</td>
</tr>
<tr>
<td>100-mV</td>
<td>0.5714</td>
<td>-39.82-dB</td>
<td>-85.67-dB</td>
<td>-39.82-dB</td>
</tr>
<tr>
<td>125-mV</td>
<td>0.7143</td>
<td>-35.95-dB</td>
<td>-77.92-dB</td>
<td>-35.95-dB</td>
</tr>
<tr>
<td>150-mV</td>
<td>0.8571</td>
<td>-32.78-dB</td>
<td>-71.58-dB</td>
<td>-32.78-dB</td>
</tr>
<tr>
<td>175-mV</td>
<td>1.0000</td>
<td>-30.10-dB</td>
<td>-66.23-dB</td>
<td>-30.10-dB</td>
</tr>
</tbody>
</table>

THD is dominated by 3rd-order distortion. It is also interesting to note that the modulation index of the diffpair cannot exceed 15% in order to obtain better than -60-dB THD. The key point to stress in this analysis is that the harmonic distortion is a strong function of the modulation index, $\rho_z$.

In the following sections the results and methods discussed here will be used to analyze the distortion performance of the overall VGA. With the results of this distortion analysis, we will then be able to optimize the VGA for maximum dynamic-range.

### 3.1.3 Circuit Analysis — Multi-input Stage

The proposed VGA uses a multi-input-stage with 10 transconductance cells ($G_m$ cells). However, in the ideal case, only two cells will be active at any given time. Therefore, we can analyze the effect of distortion by considering the simplified circuit of Fig. 3.3, which contains only two input stages. We will consider various cases where $G_{m1}$ and $G_{m2}$ are biased in different states.
Figure 3.3 Simplified diagram of an interpolating VGA with only two $G_m$ input-stages, used to analyze distortion.

Case 1: $G_{m1}$ is ON, $G_{m2}$ is OFF

We will first consider the case where $G_{m1}$ is ON and $G_{m2}$ is OFF. The VGA will operate like an ordinary operational amplifier (opamp). If we assume for the moment that the $I/V$ converter and the output buffer are perfectly linear, the distortion at the output will be solely due to the diffpair. The following operating conditions will be used.

Tuning range The gain ($A_v$) is changed between 1.0 and 1.1.

Open-loop gain The open-loop gain of the opamp is 40 (32-dB); a value which is typical at frequencies of 5–10-MHz.

Voltage swing The output voltage is fixed to be 1-$V_p$ single-ended or 4-$V_{pp}$ differential; fixing the output voltage swing will mimic the operation of the VGA in a closed loop AGC system.

Bias current and Device sizes The total bias tail-current, $I_{bias}$, to share between the two $G_m$ cells is 600-$\mu$A. Each transistor in the diffpairs is identical and has an aspect ratio of $(W/L) = 80$.

Processing data $\mu_n C_{ox} = 167-\mu A/V^2$ for a 0.8-$\mu$m CMOS process.
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Given that the output swing is 1-V_p and that the open-loop gain of the VGA is 40, the input voltage to the active G_m cell must be ±1-V/40, which is ±25-mV single-ended, or ±50-mV differential. To determine the distortion that this voltage swing will generate, we need to calculate the modulation index. The effective gate voltage when half the tail current flows in one of the diffpair transistors is given by

$$V_{gt} = \sqrt{\frac{I_{bias}}{\mu_n C_{ox}(W/L)}} = \sqrt{\frac{600-\mu A}{167-\mu A/V^2(20)}} = 212\text{-mV}. \quad (3.18)$$

The modulation index from (3.17) is therefore

$$\rho_{z1} = \frac{50\text{-mV}}{212\text{-mV}} = 0.236. \quad (3.19)$$

The distortion of the diffpair can be determined directly from (3.13). Assuming that the I/V converter and the output buffers are linear, the VGA will have open-loop harmonics of

$$\text{HD}_3 = \left| -\frac{1}{32}\rho_{z1}^2 \right| = -55\text{-dB}, \quad (3.20)$$

$$\text{HD}_5 = \left| -\frac{1}{2}\text{HD}_3^2 \right| = -116\text{-dB}, \quad (3.21)$$

$$\text{THD} \approx \text{HD}_3 = -55\text{-dB}. \quad (3.22)$$

Since we are using a feedback system, this open-loop distortion will be reduced by the loop-gain (return-ratio). For a closed-loop gain of unity, the distortion will be reduced by 32-dB, and by 26-dB for a closed-loop gain of two. Therefore,

$$\text{THD}_{\text{closed}} = -55 - 32 = -87\text{-dB} \quad \text{for} \quad A_v = 1, \quad (3.23)$$

$$\text{THD}_{\text{closed}} = -55 - 26 = -81\text{-dB} \quad \text{for} \quad A_v = 2. \quad (3.24)$$

This distortion performance exceeds our requirements by 21-dB. Since the gain appears to the third-power in the closed-loop third harmonic, this gives approximately (21/3) or 7-dB of margin in the open-loop gain. Therefore, the open-loop gain needs to remain above 32 - 7 = 25-dB (17.78), for the device sizes and bias quantities used, such that a THD of better than -60-dB is maintained. This means the gain-bandwidth product of the opamp should be greater than \(2 \times 17.78 \times 10\text{-MHz} = 355\text{-MHz}\). This closed-loop distortion may not be obtainable, because other causes of distortion, not yet considered, could limit the performance.
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Case 2: $G_{m1}$ is OFF, $G_{m2}$ is ON

The other extreme case where $G_{m1}$ is OFF, and $G_{m2}$ is ON is virtually identical to the previous case. Since the output voltage swing remains fixed, the input swing on the diffpairs must also be the same as before ($\pm 50$-mV). Therefore the modulation index and open-loop distortion figures will be the same in above. The closed-loop gain is now 1.1 instead of 1, so the closed-loop distortion will increase by 0.8-dB.

Before proceeding, It will be useful to calculate some quantities to aid in the upcoming analysis. The effective gate voltage and the transconductance of the diffpair in the balanced-state, when 300-μA are flowing through each transistor is given by

$$V_{gt} = \frac{2I}{\mu_n C_{ox} (W/L)} = 212\text{-mV},$$

$$g_m = \frac{I}{V_{gt}/2} = \frac{300\mu A}{106\text{-mV}} = 2.83\text{-μA/mV}. \quad (3.26)$$

The open-loop gain is the product of this $g_m$ and the transresistance $R_m$ of the $I/V$ converter. In this analysis we have assumed the product $g_m R_m = 40$. Given that $g_m = 2.83\text{-mA/V}$, then $R_m$ is simply calculated to be 14.1-kΩ.

Case 3: $G_{m1}$ is Partially ON, $G_{m2}$ is Partially ON

The most important case occurs during interpolation, when both $G_m$ cells are partially ON. The multi-input-stage has an adverse effect on the distortion when the gain is interpolated between the two extremes. The increased distortion is a result of the virtual ground position moving away from the input of the active diffpair. This situation is illustrated in the projection diagram of Fig. 3.4, which shows the virtual ground approximately halfway between the first and second $G_m$ cells. The overall feedback acts to force the sum of the current from the two $G_m$ cells to zero, but does not force each individual current to zero, therefore, a potentially large differential voltages of opposite phase can result at the input of the two diffpairs. The magnitude of these voltages can be much larger than the swing at the virtual ground node. Therefore, the modulation index of each diffpair will increase during interpolation. This increases the distortion from each diffpair, however these distortions are out of phase, so the effect of cancellation of distortion also must be considered.
Difference in Voltage Swing at the Input of Each $G_m$ Cell. In order to determine the distortion in the presence of interpolation, we need to find the magnitude of the voltage swing that will be present on the inputs of each differential pair. We can easily find the difference in magnitudes of the voltages from the projection diagram. In the case where the lowest gain is desired, the virtual ground will appear at the input to $G_{m1}$. The voltage difference across $R_{out}$ is simply $\Delta V_o$. Since a constant current flows in the feedback resistor, the voltage difference between $G_{m2}$ and $G_{m1}$, is just given by the ratio of the resistors,

$$\Delta V_2 - \Delta V_1 = \frac{R}{R_{out}} \Delta V_o. \quad (3.27)$$

Since the VGA’s function is to keep the output voltage constant, it is usually convenient to express voltages in terms of the output voltage swing, which should be a constant, known quantity. If we keep the output voltage fixed and repeat the analysis for the minimum gain setting. The virtual ground node is now at $G_{m2}$; the output voltage appears across the series combination of $R_{out} + R$. Therefore, the voltage difference seen between $G_{m2}$ and $G_{m1}$ is slightly smaller and given by

$$\Delta V_2 - \Delta V_1 = \frac{R}{R_{out} + R} \Delta V_o. \quad (3.28)$$

This is similar to the above result of (3.27) when $R << R_{out}$, which is typically the case.
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Expressing \( \Delta V_2 - \Delta V_1 \) in Terms of \( \Delta A_v \) — It will be more convenient for design iterations if the difference in voltage is expressed in terms of the closed-loop gain increment \( \Delta A_v \). For an opamp with infinite open-loop gain, the difference in the closed-loop gain can be expressed as

\[
\Delta A_v = \frac{R_{out} + R}{R_{in} + R} - \frac{R_{out}}{R_{in} + R} = \frac{R(R_{in} + R + R_{out})}{R_{in}(R_{in} + R)}.
\]  

(3.29)

If we operate under the assumption that \( R \ll R_{in}, R_{out} \), we see that \( \Delta A_v \) is given approximately by

\[
\Delta A_v \approx R \left[ \frac{R_{in} + R_{out}}{R_{in}^2} \right].
\]  

(3.30)

We can then solve for \( R \) such that

\[
R = R_{in} \Delta A_v \left[ \frac{R_{in}}{R_{in} + R_{out}} \right].
\]  

(3.31)

Dividing the second term by \( R_{in} \) gives

\[
R = R_{in} \Delta A_v \left[ \frac{1}{1 + R_{out}/R_{in}} \right].
\]  

(3.32)

When this value of \( R \) is substituted into (3.27), we find that

\[
\Delta V_2 - \Delta V_1 = \Delta V_0 \Delta A_v \left[ \frac{R_{in}}{R_{out}} \right] \left[ \frac{1}{1 + R_{out}/R_{in}} \right].
\]  

(3.33)

For the assumption of \( R \ll R_{in}, R_{out} \), the closed-loop gain is just \( A_v = -R_{out}/R_{in} \), therefore, we can write the above results in terms of \( \Delta V_0 \),

\[
\Delta V_2 - \Delta V_1 = \Delta V_0 \left[ \frac{\Delta A_v}{|A_v|} \right] \left[ \frac{1}{1 + |A_v|} \right].
\]  

(3.34)

This result shows that the difference in voltage at the two \( G_m \) stages is proportional to the output voltage, \( \Delta V_0 \), and the fractional gain change, \( \Delta A_v/|A_v| \). It is also inversely proportional to \( (1 + |A_v|) \). The reason for this is that for a fixed \( R \), the amount of the change in gain, will depend on the size of the original gain; the smaller the original gain (smaller \( R_{out} \)), the larger the change in incremental gain, since \( R \) is a larger fraction of \( R_{out} \).

Since this voltage difference will be used throughout the forthcoming analysis, it is convenient to define a symbol \( \Delta V_A \) for this difference,

\[
\Delta V_A \triangleq \Delta V_0 \left[ \frac{\Delta A_v}{|A_v|} \right] \left[ \frac{1}{1 + |A_v|} \right].
\]  

(3.35)

where the subscript \( A \) reminds us that the difference is a function of the closed-loop gain deviation.
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Actual Voltage Swing at the Input of Each G_m Cell  The above relationship constrains the difference of the input voltages to each diffpair. We need an additional constraint to find the actual magnitude of each individual voltage swing. We will use the constraint imposed by the negative feedback. In this first-order analysis we will assume an infinite open-loop gain to facilitate the calculations. We can then relax that constraint and consider a finite gain opamp.

If the opamp has infinite gain, the feedback will force the sum of the currents from the two G_m cells to zero.

\[ \Delta I = g_{m1}\Delta V_1 + g_{m2}\Delta V_2 = 0. \quad (3.36) \]

This gives an added constraint to the input voltages. We can write \( \Delta V_1 \) as

\[ \Delta V_1 = -\Delta V_2 \frac{g_{m2}}{g_{m1}}. \quad (3.37) \]

Combining this with the constraint that \( \Delta V_2 - \Delta V_1 = \Delta V_A \) we find that the input voltage are given by the simple lever-arm relationship,

\[ \Delta V_1 = \frac{-g_{m2}}{g_{m1} + g_{m2}} \Delta V_A, \quad (3.38) \]

\[ \Delta V_2 = \frac{g_{m1}}{g_{m1} + g_{m2}} \Delta V_A. \quad (3.39) \]

Distortion as a Function of Bias Current  The gain of the VGA is controlled by changing the bias current of each G_m cell. Therefore, it is desirable to find a relationship between the distortion and the bias current. In the following analysis it will be assumed that we have a fixed tail current that can be steered between stages 1 and 2. Therefore the total current is a constant and the individual tail current can be expressed in terms of the current-steering parameter \( x \).

\[
\begin{align*}
I_1 &= (1 - x)I_{\text{bias}} \\
I_2 &= xI_{\text{bias}}
\end{align*}
\]

for \( 0 \leq x \leq 1. \quad (3.40) \]

The output current of each diffpair can be written as a Taylor series expansion such that

\[ \frac{\Delta I_1}{I_1} = f \left( \frac{\Delta V_1}{V_{gs1}} \right), \quad (3.41) \]
CHAPTER 3. DESIGN CONSIDERATIONS

and the total current $\Delta I$ is just the sum of the currents from each $G_m$ cell;

$$\Delta I = \Delta I_1 + \Delta I_2 = I_1 f \left( \frac{\Delta V_1}{V_{gt1}} \right) + I_2 f \left( \frac{\Delta V_2}{V_{gt2}} \right). \quad (3.42)$$

Writing this in terms of $I_{bias}$ and $x$, we get

$$\frac{\Delta I}{I_{bias}} = (1 - x) f \left( \frac{\Delta V_1}{V_{gt1}} \right) + x f \left( \frac{\Delta V_2}{V_{gt2}} \right). \quad (3.43)$$

**Expressing $V_{gt}$ and $\Delta V$ in Terms of $x$** The effective gate voltage $V_{gt}$ for each diffpair varies as the square-root of the bias current. If the maximum $V_{gt}$ is defined as $V_{gt0}$ which is the effective gate voltage when half the tail current $I_{bias}$ flows in one of the diffpair transistors, such that

$$V_{gt0} \triangleq \sqrt{\frac{I_{bias}}{\mu_n C_{ox}(W/L)}}, \quad (3.44)$$

then $V_{gt1}$ and $V_{gt2}$ can be written as

$$V_{gt1} = \sqrt{\frac{I_1}{\mu_n C_{ox}(W/L)}} = \sqrt{1 - x} V_{gt0}, \quad (3.45)$$

$$V_{gt2} = \sqrt{\frac{I_2}{\mu_n C_{ox}(W/L)}} = \sqrt{x} V_{gt0}. \quad (3.46)$$

Finally, we can write the input voltage swing in terms of $x$. For a simple square-law model, $g_m$ is proportional to the square-root of the bias current. Therefore,

$$\Delta V_1 = -\frac{g_{m2}}{g_{m1} + g_{m2}} \Delta V_A = \frac{-\sqrt{x}}{\sqrt{1 - x} + \sqrt{x}} \Delta V_A, \quad (3.47)$$

$$\Delta V_2 = \frac{g_{m1}}{g_{m1} + g_{m2}} \Delta V_A = \frac{\sqrt{1 - x}}{\sqrt{1 - x} + \sqrt{x}} \Delta V_A. \quad (3.48)$$

**Distortion as a Function of Design Variables** With the above expressions we can now write the normalized voltage swings in terms of design quantities ($V_o$, $A_v$, $\Delta A_v$, $V_{gt0}$, and $x$);

$$\frac{\Delta V_1}{V_{gt1}} = -\frac{\sqrt{x}/\sqrt{1 - x}}{\sqrt{1 - x} + \sqrt{x}} \left( \frac{\Delta V_A}{V_{gt0}} \right) = -\gamma_1(x) \left( \frac{\Delta V_A}{V_{gt0}} \right), \quad (3.49)$$

$$\frac{\Delta V_2}{V_{gt2}} = \frac{\sqrt{1 - x}/\sqrt{x}}{\sqrt{1 - x} + \sqrt{x}} \left( \frac{\Delta V_A}{V_{gt0}} \right) = \gamma_2(x) \left( \frac{\Delta V_A}{V_{gt0}} \right), \quad (3.50)$$
where the coefficients $\gamma_1(x)$ and $\gamma_2(x)$ have been defined as

$$\gamma_1(x) \triangleq \frac{\sqrt{x}/\sqrt{1-x}}{\sqrt{1-x} + \sqrt{x}},$$  \hspace{1cm} (3.51)$$

$$\gamma_2(x) \triangleq \frac{\sqrt{1-x}/\sqrt{x}}{\sqrt{1-x} + \sqrt{x}}. \hspace{1cm} (3.52)$$

The total output current from the two $G_m$ cells is then given by

$$\frac{\Delta I}{I_{bias}} = (1-x)f\left(-\gamma_1(x)\frac{\Delta V_A}{V_{gt0}}\right) + xf\left(\gamma_2(x)\frac{\Delta V_A}{V_{gt0}}\right). \hspace{1cm} (3.53)$$

**Taylor Series: Linear Term**  We can now consider the Taylor series coefficient of $f(\cdot)$. The linear term is simply

$$\text{Term}_{1st} = (1-x)(-\gamma_1(x))\frac{\Delta V_A}{V_{gt0}} + x\gamma_2(x)\frac{\Delta V_A}{V_{gt0}}, \hspace{1cm} (3.54)$$

$$= - \frac{\sqrt{1-x}/\sqrt{x}}{\sqrt{1-x} + \sqrt{x}} \frac{\Delta V_A}{V_{gt0}} + \frac{\sqrt{1-x}/\sqrt{x}}{\sqrt{1-x} + \sqrt{x}} \frac{\Delta V_A}{V_{gt0}}, \hspace{1cm} (3.55)$$

$$\equiv 0. \hspace{1cm} (3.56)$$

The fact that the linear term vanishes is a result of our assumption that the open-loop gain is infinite. In reality, the open-loop gain $G_mR_m$ is approximately 32-dB at the frequencies of interest. Therefore there must be an output current of

$$\Delta I = \frac{\Delta V_o}{R_m}, \hspace{1cm} (3.57)$$

and normalizing by the bias current

$$\frac{\Delta I}{I_{bias}} = \frac{\Delta V_o}{I_{bias}R_m}. \hspace{1cm} (3.58)$$

This equation gives use of the magnitude of the linear term. However, we can rearrange this magnitude so that it is expressed in terms of design variables. We can multiply and divide by $V_{gt0}$

$$\frac{\Delta I}{I_{bias}} = \frac{\Delta V_o}{V_{gt0}} \frac{1}{R_m} \left[\frac{V_{gt0}/2}{I_{bias}/2}\right]. \hspace{1cm} (3.59)$$

We recognize the final fraction as the transconductance of a transistor biased in the balanced state. Therefore, we can write

$$\frac{\Delta I}{I_{bias}} = \frac{\Delta V_o}{V_{gt0}} \frac{1}{g_mR_m} = \frac{\Delta V_o}{V_{gt0}} \frac{1}{A_f}, \hspace{1cm} (3.60)$$

where $A_f$ is the open-loop gain of the opamp at the frequency of interest.
Taylor Series: 3rd-Order Term  The third-order term of the Taylor series is given by

\[ \text{Term}_{3rd} = \frac{1}{8} \left( (1 - x) \gamma_1(x)^3 - x \gamma_2(x)^3 \right) \left( \frac{\Delta V_A}{V_{g10}} \right)^3. \]  \hfill (3.61)

The contributions to the third-order distortion are plotted in Fig. 3.5. The two terms \((1 - x) \gamma_1(x)^3\) and \(x \gamma_2(x)^3\) are shown as a function of the bias current steering parameter \(x\). Notice that the modulation index changes rapidly near the edges.

![Figure 3.5 Third-order normalized distortion contribution from individual cells \(G_{m1}\) and \(G_{m2}\).](image)

Since the two diffpairs have voltages that are out of phase, there will be a cancellation of the third-order term. The combined third-order distortion coefficient for both \(G_m\) cells in operation simultaneously is shown in Fig. 3.6, which plots \(\Gamma(x) = [(1 - x) \gamma_1(x)^3 - x \gamma_2(x)^3]\) as a function of \(x\). The absolute value of the same curve is plotted in Fig. 3.7 where the scale is in decibels. This represents the relative change in distortion as a function of \(x\).

**Increased Distortion at End-Points**  The interesting things to note from Fig. 3.6 is that a perfect cancellation occurs at the balance points. In this case the two diffpairs are exactly canceling each others distortion. The second point is that the distortion increases rapidly toward the end points. This phenomenon can be understood by considering the situation illustrated in Fig. 3.8. The second \(G_m\) cell has
Figure 3.6 Third-order normalized distortion contribution from combined cells $G_{m1}$ and $G_{m2}$.

Figure 3.7 Third-order normalized distortion contribution in decibels from combined cells $G_{m1}$ and $G_{m2}$. 
two-thirds of the bias current, while the first has one-third of the bias current. The overall distortion increases in two ways as the current between the diffpairs becomes more heavily unbalanced.

![Diagram showing changes in modulation index as a function of bias current.](image)

**Figure 3.8** Changes in modulation index as a function of bias current.

**Higher Voltage Swing** As the current is increased in one diffpair the feedback tends to place the virtual-ground node closer to that diffpair so the voltage swing will reduce. Conversely, the diffpair with less current will see a larger voltage swing.
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Lower Linear Voltage Range The diffpair with a larger current will have a large effective gate voltage $V_{gt}$, whereas the diffpair with less current will have a reduced $V_{gt}$, thus reducing its linear-range of operation.

These two effects cause the modulation index of the diffpair with less current to rise rapidly. The signal amplitude is increasing while the linear range of the diffpair is getting smaller. Despite the fact that the bias current is getting smaller in the more heavily distorted diffpair, so that the gain is reduced to the output, the modulation index is increasing much faster so that the current generated from the diffpair is heavily distorted and the end result is an increase in total distortion.

Distortion Expression for Interpolation

We can now use the results of the previous sections to get a first-order estimate of the THD as a function of the tuning current. We know that the 3rd-order harmonic distortion is obtained by taking one-fourth of the ratio of the 3rd-order term to the linear term. If we define the current-steering function $\Gamma(x)$ as,

$$ \Gamma(x) \triangleq \left[ (1 - x)\gamma_1(x)^3 - x\gamma_2(x)^3 \right]. \quad (3.62) $$

Then, the open-loop third-order harmonic distortion is given by

$$ HD_3 = -\frac{1}{32} \left[ \Gamma(x) \right] \left[ \frac{AV_f}{V_{gto}} \right]^3 \frac{1}{A_f}. \quad (3.63) $$

Recalling (3.35), this can be simplified to

$$ HD_3 = -\frac{1}{32} \left[ \Gamma(x) \right] \left[ \frac{AV_f}{V_{gto}} \right]^2 \left[ \left( \frac{\Delta A_v}{|A_v|} \right) \left( \frac{1}{1 + |A_v|} \right) \right]^3 A_f. \quad (3.64) $$

This expression can be further simplified if we normalize the output voltage by the open-loop gain, to obtain the voltage at the virtual-ground node.

$$ HD_3 = -\frac{1}{32} \left[ \Delta V_o/A_f \right]^2 \left[ \Gamma(x) \right] \left[ \left( \frac{\Delta A_v}{|A_v|} \right) \left( \frac{1}{1 + |A_v|} \right) \right]^3 A_f. \quad (3.65) $$

We recognize the first two terms as the harmonic distortion of the open-loop VGA when only one diffpair is operational, which we can define as $HD_3$, such that

$$ \boxed{ HD_3 \triangleq -\frac{1}{32} \left[ \frac{\Delta V_o}{V_{gto}} \right]^2. } \quad (3.66) $$
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The open-loop distortion of the VGA with interpolation is then given by

$$\text{HD}_3 = \overline{\text{HD}}_3 \left[ \Gamma(x) \right] \left[ \left( \frac{\Delta A_v}{|A_v|} \right) \left( \frac{1}{1 + |A_v|} \right) \right]^3 A_f^3. \quad (3.67)$$

The closed loop distortion will be reduced by the loop gain which is approximately equal to $A_f/|A_v|$. Therefore, we finally can write the third-order harmonic distortion of the VGA as

$$\text{HD}_{3,\text{closed}} = \overline{\text{HD}}_3 \left[ \Gamma(x) \right] \left[ \left( \frac{\Delta A_v}{|A_v|} \right) \left( \frac{1}{1 + |A_v|} \right) \right]^3 A_f^2|A_v|, \quad (3.68)$$

where we recall that $A_v$ is the closed-loop gain of the VGA, $A_f$ is the open-loop gain, $\overline{\text{HD}}_3$ is the distortion in open-loop when there is no interpolation, and $\Gamma(x)$ is plotted in Fig. 3.7.

Numerical Example

We can evaluate the distortion as a function of $x$ given in (3.68) for $\Delta A_v = 0.1$, $A_v = -1$, $A_f = 40$, $\Delta V_o = \pm 2$-V, and $V_{\text{ref}} = 212$-mV for $(W/L) = 80$. We found from (3.20) that under these conditions $\overline{\text{HD}}_3 = -55$-dB.

$$\left| A_f^2 A_v \left[ \left( \frac{\Delta A_v}{A_v} \right) \left( \frac{1}{1 + |A_v|} \right) \right]^3 \right| = 0.2 = -14\text{-dB}. \quad (3.69)$$

The total distortion will be

$$\text{HD}_{3,\text{closed}} = -55 - 14 + 20 \log[\Gamma(x)]. \quad (3.70)$$

$$= -69 + 20 \log[\Gamma(x)]. \quad (3.71)$$

Therefore, $\Gamma(x)$ must remain below 9-dB to achieve $-60$-dB THD over all gain settings. $\text{HD}_3$ for this numerical example is plotted in Fig. 3.9 as a percentage scale and in decibels. Since THD is dominated by $\text{HD}_3$, these plots also represent an accurate estimate of the THD for the circuit parameters chosen. We can see that the THD remains below $-60$-dB for about 90% of the interpolation range. To check our results, the above equation is compared to the simulation results of Fig. 3.10. The simulation results show very close agreement to the calculated curve of Fig. 3.9. Although the distortion performance exceeds 60-dB dynamic-range for most of the
gain settings, there is still a sharp increase in distortion at the edges that can degrade the results. To improve performance, we can change the bias quantities and devices sizes to increase $V_{gt}$. However, this soon becomes unwieldy, requiring either a huge increase in current, or causing a severe penalty in bandwidth and stability. Therefore, a different, more efficient, method is needed to gain further improvements. The method that is used here is to take advantage of further cancellation.

Cancellation Techniques Using Three Active $G_m$ Cells

In the previous analysis we have considered only two diffpairs active at any given time. However, it is possible to make three diffpairs active. If this is done, the two diffpairs on the ends will have large distortions, but their distortions will tend to cancel. In order to have the maximum control on the voltage gain and the possible lowest THD, the first and the last $G_m$ cell are not in use. The overall distortion for this case as a function of the control voltage is predicted in Fig. 3.11a. The exact calculation of this effect will not be given. Rather we will turn to simulations to optimize the result and use the above analysis as a guide for which changes in the design will be most effective in reducing distortion.
Figure 3.10 Simulated THD in dB for interpolation between two transconductance cells.

Figure 3.11 Predicted THD for the VGA with a multi-input-stage.
3.1.4 Circuit Analysis — Output Stage

The output stage used in the VGA is a differential Class-A common-source configuration. If the output transistor is a perfect square-law device, ideally, it would only give rise to second-order harmonic distortion, provided that all the output current is diverted to the linear load resistor. We can refer to Fig. 2.10 with a loading resistor, \( R_{\text{load}} \), connected to ground. The following equations describe the output voltage.

\[
V_{\text{out}} = R_{\text{load}} \times (I_d - I_{\text{bias}}),
\]

\[
= R_{\text{load}} \times \left[ \left( \frac{K}{2} \right) (V_{dd} - V_o - V_t)^2 - I_{\text{bias}} \right].
\]  

(3.72)

If \( V_{dd} - V_o = V_{gt} + V_t + V_m \cos \omega t \) and \( V_{gt} > V_m \),

\[
V_{\text{out}} = R_{\text{load}} \times \left[ \left( \frac{K}{2} \right) (V_{gt} + V_m \cos \omega t)^2 - I_{\text{bias}} \right],
\]

\[
= R_{\text{load}} \frac{K}{2} V_{gt}^2 \times \left\{ 1 + \frac{1}{2} \left( \frac{V_m}{V_{gt}} \right)^2 - \frac{I_{\text{bias}}}{\frac{K}{2} V_{gt}^2} \right\} + 2 \frac{V_m}{V_{gt}} \cos \omega t
\]

\[
+ \frac{1}{2} \left( \frac{V_m}{V_{gt}} \right)^2 \cos 2\omega t \right\}.
\]  

(3.73)

If the system is designed differentially, the second harmonic distortion will be equal and of opposite phase for the positive and negative signal path. Therefore, in differential mode, the second harmonic will disappear and the output stage becomes a perfectly linear system. This means that, in term of THD, the Class-A commonsource configuration is a good choice for the output stage.

In actuality we cannot obtain perfect cancellation and there will be distortion from the output stage. There are several assumptions that mislead us into drawing the previous conclusions. These assumptions are as follows:

- The square law of the CMOS transistor is a mathematical approximation. The actual transistor will not behave as an ideal square-law device and some odd-order distortion will be generated.

- The cancellation of the second-order distortion relies on perfect matching. In a real circuit there will be random mismatches so a fraction of the even-order distortion terms will appear in the differential output.
In Fig. 2.10, the ideal current source is used. In a practical situation, $I_{\text{bias}}$ will vary with $V_{\text{out}}$. Therefore, signal current will be lost in the output impedance of the output stage, and this current will be nonlinear.

If the channel modulation effect of the transistor and the practical current source are considered, (3.72) should be modified to be

$$V_{\text{out}} = R_{\text{load}} \times \left\{ \frac{K}{2} (V_{\text{dd}} - V_{\text{o}} - V_{\text{t}})^2 [1 + \lambda (V_{\text{dd}} - V_{\text{out}})] - I_{\text{bias}} \times f(V_{\text{out}}) \right\}.$$  

(3.74)

Now the situation is different; all the higher-order harmonics will not disappear.

As we have seen the distortion is highly sensitive to the modulation index, which is proportional to the open-loop gain. Therefore, the choice of compensation capacitor, which will alter the loop gain as a function of frequency, will have a large impact on the distortion. This topic will be considered at the end of Section 3.2, where we discuss other issues related to frequency compensation, such as closed-loop stability.

### 3.2 Frequency Compensation

Generally, the topology of a CMOS opamp is similar to its BJT counterpart; but its $g_m$ value is an order of magnitude lower. This makes the zero of a Miller compensation capacitor at a frequency 10 times lower, and also the location of the second pole, provided the parasitic capacitances are equal in both cases. Moving the zero closer to the passband causes a phase-lag in the opamp and can result in instabilities. We can consider the following two compensation techniques for a common-source stage, as shown in Fig. 3.12 and Fig. 3.13. Both will split the first two dominant poles apart if $C_c$ is large enough.

We can find the location of the transmission zero. Referring to Fig. 3.12, if $v_{\text{out}} = 0$ or $i_{\text{out}} = 0$,

$$\frac{v_{\text{in}}}{1/s_2C_c} = g_m \cdot v_{\text{in}},$$

$$s_2 = \frac{g_m}{C_c}.$$  

(3.75)
The location of the zero is fixed. We cannot move it easily. Whereas, in Fig. 3.13, if \( v_{\text{out}} = 0 \) or \( i_{\text{out}} = 0 \),

\[
\frac{v_{\text{in}}}{R_c + 1/s' C_c} = g_m \cdot v_{\text{in}}, \\
\frac{1}{s' C_c} = \frac{1}{g_m} - R_c, \\
s'_z = \frac{g_m}{C_c} \left( 1 - g_m R_c \right). 
\]

(3.76)

If \( R_c \to (1/g_m) \) is chosen, \( s'_z \to \infty \). Therefore inserting a resistor in series with the compensation capacitor can move the zero to infinity and out of our way. However, this movement of the zero does not come for free. The second-pole moves to a lower frequency. Therefore, an optimal value of \( R_c \) exists to get the highest bandwidth for a predefined phase-margin.

In order to have the maximum control of the zero's location, the second method
of compensation of Fig. 3.13 is employed in this VGA. The resistor is replaced by a transistor operated in the triode region; its conductance can be controlled by adjusting the gate potential. In the schematic of Fig. 3.13, the swing of \( V_{in} \) is always smaller than that of \( V_{out} \). The source of the transistor ties to \( V_{in} \), therefore, the defined conductance with respect to gate is fairly stable for all output voltages.

The size of the compensation capacitor is very large in order to introduce the dominate pole. Also, this capacitor will restrict the maximum rate of change of the output signal. This rate is called the **slew rate** and is given by

\[
\frac{dV_{Cc}}{dt} = \frac{I_{Cc}}{C_c}.
\]  

(3.77)

At high frequencies and large output swing, \( dV_{Cc}/dt \) will be large, and higher \( I_{Cc} \) is required to charge the capacitor. Since \( I_{Cc} = g_m \times \Delta V_{in} \) where \( I_{Cc} \) and \( \Delta V_{in} \) are the transconductance and the differential input voltage of previous (transconductance) stage, a large \( I_{Cc} \) implies a large \( \Delta V_{in} \). If we require that the original value of \( V_{o} \) remains fixed to achieve a desired voltage gain, then the previous (transconductance) stage will be operated at a larger input signal thus increasing the modulation index and increasing the nonlinearities. This aspect must be considered carefully in the design of a high-fidelity voltage gain amplifier.

Very large distortions can exist during a slew condition. This will, however, only be critical when the rate of change of the output signal is close to the slew rate, which is equivalent to the signal frequency being close to the full power bandwidth.\(^4\)

The case of slewing is a highly nonlinear phenomenon and was not considered in the analysis of THD in Section 3.1.4.

## 3.3 Noise Performance

Gray and Meyer [7] state the fundamental limitations due to noise: "The existence of noise is basically due to the fact that electrical charge is not continuous but is

\(^4\) The full power bandwidth (FPBW) is defined to be

\[
FPBW = \frac{\text{Slew Rate}}{2\pi V_{\text{max}}}
\]
carried in discrete amounts equal to the electron charge, and thus noise is associated with fundamental process in the integrated-circuit devices." Different types of noise in CMOS devices includes shot noise, thermal noise, flicker noise, and burst noise [7, 12].

**Simple Noise Relationships** The noise analysis in both hand calculation and simulation assumes that each noise source is statistically independent from the other noise sources in the circuit. The total output noise is the root-mean-square (rms) of the individual noise source contributions. According to basic probability theories [13], if an event has a probability density function \(pdf(f)\), and mean and variance of \(\mu_x\) and \(\sigma^2_x\), respectively, an experiment repeated \(N\) times will leave the mean unchanged, \(\mu_x\), but the variance will be reduced by a factor of \(N\) or the new variance is \(\sigma^2_x/N\), and the new standard deviation is reduced by \(\sqrt{N}\). This shows that the noise is reduced by averaging. A filter will average an electronic signal. The smaller the bandwidth, the greater the averaging, so we would expect a relationship that the rms value of the noise is proportional to the square-root of the bandwidth.

The above theories can be used to calculate the noise in a transistor as a random fluctuation of the expected signal. Noise averaging also works in the spatial domain. A transistor with an aspect ratio of \(W/L\) and a bias current of \(I_{\text{bias}}\) has a mean-square noise amplitude of \(\overline{N^2} = \sigma^2_x\). If the width of the transistor is scaled by a factor of \(N\), and the current remains unchanged, the squared noise amplitude is expected to be \(\overline{N^2} = \sigma^2_x/N\). But the price paid is a bigger transistor and therefore a reduction of bandwidth.

Generally, it would be a complicated issue for making a hand calculation of the noise performance of a medium size or a large size analog circuit. However, the noise of the circuit is usually dominated by only a few transistors, which see the largest gain to the output. These transistors can be found at the input stage. In an opamp, the noise (from the device itself and from coupling) in the early stages would have a larger contribution as it would be further amplified by the latter stages (see Fig. 3.14). Therefore, special cares must be taken in both design and layout.
In the proposed VGA, a series of transconductance cells are connected in parallel and form the multi-input-stage. Noise from each cell may dominate the noise that appears at the output. But, since their output is current and the noise (thermal and flicker) will increase with drain current, the cell with low bias current can be neglected. The noise in the multi-input-stage is dominated by a few cells.

The white-noise in a simple CMOS transistor is given as a power-spectral density of

\[ S(f) = \frac{2}{3} \frac{4kT}{g_m} \text{ (V}^2/\text{Hz).} \]  
(3.78)

The rms noise in a given bandwidth is \( \sqrt{S(f)\Delta f} \). For two transistors in a diff-pair with equal current the rms value of the input noise is increased by \( \sqrt{2} \). An approximate value of noise in a bandwidth of 10-MHz for a \( g_m \) of 4-mA/V is

\[ S(f)\Delta f = \frac{2}{3} 4kT(250-\Omega)(10-\text{MHz}) = 2.76 \times 10^{-11} \text{ (V}^2). \]  
(3.79)

Therefore, \( V_{\text{noise}} \) is the square-root of \( S(f)\Delta f \), and it is equal to 5.25-\( \mu \)V. The noise of a diff-pair is \( \sqrt{2} \) greater or

\[ V_{\text{noise, diff}} = 7.43-\mu \text{V}. \]  
(3.80)

This noise is significantly smaller than we need to meet 60-dB dynamic-range. For a signal of strength 1-V we only require 1-mV of noise. Although this is a rough estimate and does not include other sources of noise in the VGA, it justifies our statement that the **dynamic-range is dominated by the distortion and not the noise**.

Despite the fact that the noise calculations are straightforward, most designers will simulate the circuit to find out the equivalent noise. In HSPICE, the noise calculation are done in conjunction with the ac statement, which is a function of the DC operating points. Therefore, when the operating points of the circuit are drifts, the
noise figure may be different. We used HSPICE simulations as a final check of the noise performance.

3.4 Determination of Values

Now that the major constraints of the circuit have been discussed in the previous sections, we can explain how to select the component values for the VGA.

3.4.1 Power Dissipation

In terms of power, it is mainly determined by the output stages or the total resistance used in the feedback resistors. When the single-ended output is $2V_{pp}$ and the loading resistance is 2-kΩ, the output current is 500-μA. If the modulation index is 1/3, the bias current for output stage is 1.5-mA. As there are four output stages, the total current is 6-mA.

For a simple transistor (see Fig. 3.12), the small signal parameters equations are

$$g_m = \sqrt{2I_d\mu_n C_{ox} \frac{W}{L}},$$
(3.81)

$$r_o = \frac{L}{\lambda' I_d},$$
(3.82)

$$A_{v,open} = g_m \cdot r_o = \frac{1}{\lambda'} \sqrt{\frac{2\mu_n C_{ox} WL}{I_d}},$$
(3.83)

$$BW = \frac{1}{r_o C_{total}} = \frac{\lambda' I_d}{LC_{total}},$$
(3.84)

$$GBW = A_{v,open} \cdot BW = \frac{g_m}{C_{total}} = \frac{\sqrt{2I_d\mu_n C_{ox} \frac{W}{L}}}{C_{total}},$$
(3.85)

where $C_{total}$ is the total capacitance at the output node. In order to have enough gain-bandwidth product and good linearity, the bias currents of most transistors range from 100-μA to 1-mA. The rest of sub-circuits consume 5-mA, totally. As a result, the total power consumption is 55-mW. (However, there is a mistake found in estimating the size of a resistor which will be discussed in Section 5.1.2. All the bias currents are therefore boosted by 50% so the actual power consumption is around 78-mW.)
3.4.2 Aspect Ratios of CMOS Devices

The aspect ratio is \(W/L\) of a MOS transistor. Table 3.2 shows the aspect ratios of the transistors in each sub-circuit.

In general, \(L\) should be the minimum drawn length such that the bandwidth (or the gain-bandwidth product) can be maximized. When the circuit is operating at high frequencies, the open-loop gain \(A_{v,\text{open}}(s)\) is related to the gain-bandwidth product (GBW) rather than the low-frequency open-loop gain \(A_{v,\text{open}}\) stated in (3.83); and a large open-loop gain will improve the circuit performance in various aspects, [14, Chapter 1]. However, other issues make the choice of non-minimum \(L\) attractive. The output impedance and the device matching improve with larger \(L\). In this design, as obtaining gain at 10-MHz can be achieved with non-minimum \(L\), devices with gate-lengths larger than 0.8\(\mu\)m were used to increase DC gain and improve matching.

The width \(W\) will also affect the characteristics of a transistor. A larger \(W\) will give a larger \(g_m\) (or a larger \(A_{v,\text{open}}\)); while the effective gate-source voltage \(V_{gs}\) in (3.9) will be smaller such that the circuit will have a reduced linear input range. However, the increase of \(W\) will also increase all parasitic capacitances associated with the width (e.g., \(C_{gs}\) and \(C_{gd}\)). This means that there is an upper limit of the gain-bandwidth product. If \(W\) is made too wide, the signal bandwidth may be greater than the maximum operating frequency of the VGA and the advantages from applying negative feedback will be lost.
Table 3.2 The selected aspect ratio of the transistors in each sub-circuit.

<table>
<thead>
<tr>
<th>Sub-circuit Name</th>
<th>Location</th>
<th>Aspect Ratio (in μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bias Circuit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_{bias} = 100$-μA</td>
<td>(10/1.4)NMOS × 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(20/1.4)PMOS × 4</td>
<td></td>
</tr>
<tr>
<td>$I_{bias} = 150$-μA</td>
<td>(10/1.4)NMOS × 6</td>
<td></td>
</tr>
<tr>
<td><strong>Input Voltage Buffer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current Mirror</td>
<td>(20/1.4)PMOS × 4</td>
<td></td>
</tr>
<tr>
<td>Differential Pair</td>
<td>(10/1.4)NMOS × 4</td>
<td></td>
</tr>
<tr>
<td>Current Source</td>
<td>(10/1.4)NMOS × 32</td>
<td></td>
</tr>
<tr>
<td>Output Stage</td>
<td>(10/1)NMOS × 40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(20/1)PMOS × 40</td>
<td></td>
</tr>
<tr>
<td>Compensation $C_c$</td>
<td>2.0-pF</td>
<td></td>
</tr>
<tr>
<td>Compensation $R_c$</td>
<td>(20/1)PMOS × 3</td>
<td></td>
</tr>
<tr>
<td><strong>Multi-input-stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(There are 10 $G_m$ cells.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differential Pair</td>
<td>(15/1.4)NMOS × 8</td>
<td></td>
</tr>
<tr>
<td>Current Mirror</td>
<td>(10/1.4)NMOS,Master × 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(10/1.4)NMOS,Slave × 4</td>
<td></td>
</tr>
<tr>
<td><strong>Telescopic-cascode Stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper Stack</td>
<td>(20/1.4)PMOS × 20</td>
<td></td>
</tr>
<tr>
<td>Middle Stack</td>
<td>(20/1)PMOS × 20</td>
<td></td>
</tr>
<tr>
<td>Lower Stack</td>
<td>(10/1)NMOS × 20</td>
<td></td>
</tr>
<tr>
<td><strong>Differential Output Stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transistor</td>
<td>(10/1)NMOS × 40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(20/1)PMOS × 40</td>
<td></td>
</tr>
<tr>
<td>Compensation $C_c$</td>
<td>2.5-pF</td>
<td></td>
</tr>
<tr>
<td>Compensation $R_c$</td>
<td>(20/1)PMOS × 2</td>
<td></td>
</tr>
<tr>
<td><strong>Feedback Resistor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Each Total Resistance</td>
<td>4.68-kΩ</td>
<td></td>
</tr>
<tr>
<td><strong>CMFB Circuit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diode</td>
<td>(20/1.4)PMOS × 4</td>
<td></td>
</tr>
<tr>
<td>Differential Pair</td>
<td>(10/2)NMOS × 4</td>
<td></td>
</tr>
<tr>
<td>Current Source</td>
<td>(10/1.4)NMOS × 4</td>
<td></td>
</tr>
<tr>
<td><strong>Control Circuit</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(It contains 11 diffpairs.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current Source</td>
<td>(20/1.4)PMOS,Odd × 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(22/1.4)PMOS,Even × 4</td>
<td></td>
</tr>
<tr>
<td>Differential Pair</td>
<td>(30/1)PMOS × 8</td>
<td></td>
</tr>
<tr>
<td>Current Mirror</td>
<td>(10/1.4)NMOS × 4</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4

Layout Considerations: Physical Representation of a Circuit

After the initial design has been chosen and preliminary optimization performed, the design must be converted to a physical layout. The netlist for pre-simulation may be relatively simple. When it is transformed into a physical representation, a lot of parasitic components and unwanted secondary effects are introduced, and the circuit performance will be degraded. In order to minimize degradations and achieve all of the expected performance, proper layout techniques should be employed and proper layout precautions should be taken. After the circuit is laid out, it is essential to extract the parasitics and perform post-layout simulations to reoptimize the circuit. This chapter will talk about various aspects related to layout and the technique for improving the circuit performance through proper biasing.

4.1 Differences between Simulation and Layout

In simulation, some of the parasitic components may not have been considered. For example, if the branches from different sub-circuits are connected to one single node, the wiring resistance will be neglected and the node capacitances may not be accurately accounted for. Moreover, process gradients, that occur during fabrication,
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may not be given serious consideration unless problems are anticipated.

In this section, the differences between ideal and post-layout simulations are dis-
cussed. The following are a primary source of errors.

**Device Models** Fabrication is a random process. The model of a device is just a
mathematical approximation of its physical characteristics, with parameters
obtained from statistical averaging. Most models cannot exactly reproduce
each device's performance at different bias conditions. Although simulations
are used to predict the general behavior of the circuit, the actual performance
will deviate from the model profile.

**Boundary Dependent Etching** When patterns are drawn on the wafer for posi-
tive etching, material on the unwanted area are often over-etched. It turns
out that the resulting pattern is smaller, or thinner than the drawn size. This
would affect the effective $W/L$ ratio of a transistor and the actual resistance
of a resistor.

Furthermore, the undercut is boundary dependent. Closely spaced patterns
will experience a different undercutting mechanism than patterns spaced far-
ther apart. This is illustrated in Fig. 4.1. If necessary, this effect can be

![Boundary dependent etching problem](image)

**Figure 4.1** Boundary dependent etching problem.

considered in simulation; the floor plan of the layout should be given. Never-
theless, perfect prediction is almost impossible, but Monte Carlo simulations
can prove very useful.

**Parasitic Components** Parasitic resistances and capacitances exist in all routing
wires and their values vary significantly with respect to temperature and pro-
cessing. Such parasitics would degrade circuit performance. In pre-simulation, they are usually neglected. Even if some of them would be considered in post-simulation, their values are rarely accurate.

In general, many potential problems can be minimized by a careful layout. For a fully-differential circuit, the layout should be symmetric such that both sides would suffer the same degradations; then some unwanted effects will appear as a common-mode signal and may be canceled out.

There are many other factors that affect circuit performance. These are often not very substantial for digital systems; but they may have a great influence on the performance of analog circuits. Therefore, the analog designers must be particularly careful in doing physical layouts, and precautions should always be taken to suppress these parasitic effects.

4.2 Physical Layout

Capacitors, resistors and transistors are the basic components in a CMOS analog circuit. This section will discuss some of their layout considerations. Bonding pads and packaging will be studied in the next section. For a more detailed discussion of layout issues, guidelines for a good layout have been discussed in [15, Chapter 16] and [16, Chapter 11], and will not be discussed here.

4.2.1 Layout of Capacitor

A capacitor is formed between two overlapping plates. The oxide thickness between the plates will define the capacitance per unit area. The highest capacitance per unit area is always found between the polysilicon and the active area as the gate oxide thickness is always the thinnest. However, if this capacitor is used, the bottom layer is always biased at $V_{dd}$ or $V_{ss}$.\footnote{This capacitor can easily be obtained from a transistor layout with large $W$ and large $L$. Both drain and source connect to $V_{dd}$ for PMOS or $V_{ss}$ for NMOS.} In addition, the capacitance is slightly voltage
dependent, and the bottom-plate will pick up noise from the substrate easily, like an antenna. This capacitor is suitable, however, when one of its terminals is connected to the ac ground, and high linearity is not required.

In general, there are two types of capacitors: grounded, and floating. The grounded capacitor has one terminal connected to the ac ground. The floating capacitor is connected between two floating nodes of a circuit, such as the compensation capacitor of an opamp.

**Floating Capacitor** Since the capacitor is obtained by overlapping two layers, it actually contains three capacitances, as depicted in Fig. 4.2. \( C_1 \) is the designed capacitance. \( C_2 \) and \( C_3 \) are parasitic capacitances. Because Layer 1 is closer to the substrate, \( C_2 \) is larger than \( C_3 \) (\( C_2 > C_3 \)). Sometimes, if the distance between Layer 2 and the substrate is far enough, \( C_3 \) may be negligible.

If multiple layers are available, a capacitor can be formed by sandwiching, as shown in Fig. 4.3 and the area required will be smaller. In a floating capacitor the parasitic capacitance to the substrate, \( C_2 \), can be a problem. It is not uncommon for the parasitic, \( C_2 \), to be similar in magnitude to the total capacitance, \( C_1 \), in which case circuit performance may be adversely affected. As the first polysilicon (POLY) layer is the closest to the substrate, the parasitic capacitance of the POLY layer to the substrate will be greater than for any of the subsequent metal layers. If the substrate parasitic needs to be kept small, the first POLY layer should not be involved in the capacitor sandwich. As a result, the capacitor will be formed by only metal layers.

![Figure 4.2 A physical capacitor by overlapping two plates.](image-url)
and will require a larger area for the same capacitance.

**Precaution** The designer needs to be aware of the substrate parasitic of a floating capacitor. For example, for a Miller compensation capacitor, the terminal with $C_2$ should connected to the output of the gain stage such that noise and unwanted signals coupled from $C_2$ will not be amplified. Furthermore, the output terminal generally has better driving capability, so the bandwidth is not reduced as much.

### 4.2.2 Layout of Resistor

Integrated resistors are obtained by using suitable resistive layers, such as: P- or N-well, N-diffusion, P-diffusion and polysilicon. In practice, we do not get access to a pure resistive element. There will always be parasitic capacitance coupling with other sub-circuits and the supplies. Therefore, when we lay out a resistor, we should try to prevent noise and unwanted signals from coupling into the resistor.

Comparing all the available choices of resistive layers, the POLY layer is often used as a signal-path resistor, especially when the circuit is operating at high frequencies. The POLY layer has the lowest coupling capacitance and the least interaction with the substrate. This layer also results in the most linear resistor because it does not suffer from width modulation, as a function of voltage, as do diffused resistors.

**Layout Techniques & Precautions** One of precautions in eliminating noise coupling into the resistors is to put a substrate ring around the resistor, such that
the substrate potential is localized. (Sometimes, a well is laid out beneath the resistor such that the resistor is further isolated from other circuits. However, the effectiveness depends on how clean the supplies are.)

**Process Variations** The resistivity of any resistive layers will have a variation of approximately ±30%. The required resistance and the actual resistance may not match well. If an accurate resistor is needed, advanced techniques (such as laser trimming) should be employed. It is better to design circuit such that performance depends on the relative resistance ratios, rather than exact values. Two layout examples of resistor are shown in Fig. 4.4. The following list some layout precautions.

![Resistor layout examples.](image)

**Figure 4.4** Resistor layout examples.

- In order to achieve matched boundary etching, a dummy ring should be put around the resistor and it should be grounded.

- For a series of resistors with an integer ratio (e.g., \( R_1 : R_2 : R_3 = 2 : 1 : 1 \)), the layout in Fig. 4.4a is suggested since they are constructed by an unit resistor. (If a unit resistor is not used, resistors may depend on their relative lengths and good matching is difficult to be achieved.)
• For two matched resistors, the layout in Fig. 4.4b should be used. For high frequency applications, the separation distance of the resistive strips should be increased, or dummy grounded resistors should be added in between every two resistive strips, to reduce signal coupling.

• If possible, the width of the resistive strip should be kept uniform. This requirement should be enforced. Since etching deviations are a strong function of width, matching any two devices of different widths in not advisable. Since the ohmic contacts will be located on the resistor for making connections, their dimension will define the minimum width of each strip.

4:2.3 Layout of Transistors

The layout of a transistor consists of two overlapping rectangles, one is from the polysilicon layer and the other is from the active/diffusion area. The overlapping area defines the aspect ratio of the transistor. CMOS transistor layouts are symmetrical; there is no distinction between source and drain. In NMOS, the terminal with the higher potential is defined to be the "Drain" and the other one is the "Source"; and vice versa for PMOS. Simulation tools will generate the correct device model accordingly. It is not necessary to define "Drain" and "Source" explicitly in the netlist.

Composite Transistor In most analog applications, the aspect ratio of each transistor is fairly high. In such a case, each transistor should be separated into several equal parts and connected in parallel. A composite transistor is then formed. However, the new effective $W/L$ ratio will be different from that of a single transistor. In simulation, the netlist should be generated according to the actual layout. For example, a transistor with $W = 40$ and $L = 1$ might be more easily drawn as 4 transistors in parallel, all of width, $W = 10$.

Layout Precautions & Matching Considerations The use of the unit transistor concept can improve the matching accuracy. An example for the two current
sources with the current ratio of $1 : 1.5$ is shown in Fig. 4.5. The scaling of the aspect ratio directly to achieve this current ratio would not be as effective, since transistor models vary with width. If the aspect ratio is scaled up by 50%, it does not mean the current will be scaled by 50%, also. A better alternative to maintain good matching is to increase the number of the unit transistors. If the number of the unit transistors is increased from 4 to 6, it is equal to one and half of the reference current sources working in parallel or the current is exactly scaled up by 50%. Methods exist for minimizing transistor area, parasitic capacitance and resistance [17]. This methods should be applied as deemed necessary.

### 4.2.4 Bonding Pads and Packaging

Bonding pad and packaging are important components in an integrated circuit, as all connections of signal and power must be transmitted through them.

**Packaging** All the bonding wires and the bonding pins in a package will have resistance, inductance and capacitance. If a die connects to a package improperly, the input and the output signals may oscillate. Sometimes, signal cross-coupling can happen. Good pin assignments will minimize all these unwanted effects.
**Bonding Pads**  External circuitry will present a high loading capacitance to the I/O pins, and the I/O pins should be assigned to have enough driving capability. For digital circuits, we have standard rules for designing I/O circuitry [18, P. 357–368], but, unfortunately, there are no such rules for analog circuits. Only diodes and a resistor (see Fig. 4.6) are used for electrostatic discharge (ESD) protection in the prototype VGA.

![Diagram of bonding pads with diodes and resistor for ESD protection.](image)

**Figure 4.6** Analog pads with diodes and resistor for ESD protection.

Connections to the bonding pads and packages should be considered in all designs. Precautions must be taken in designing circuits with large loads. If the input terminal of a circuit draws a large current, a voltage buffer (e.g., the one suggested in Section 2.8) might be used. Conversely, an output terminal should have enough driving capability to drive external resistors and/or capacitors.

For tapping out a voltage signal, the connection between the bonding pad and the node in the circuit should have minimum wire width. For simplicity, the RC constant of a wire is always a constant. If the wire width is doubled, the resistance will be reduced by half, but the capacitance will be scaled up by 2. In some cases, the degradation due to capacitance is larger than that due to resistance and then the node capacitance should be kept minimum.

For tapping out a current signal, attention must be paid to the design rules for the current density because of the electromigration [19, pp. 104].

The connection between the bonding pad and $V_{dd}$ or $V_{ss}$ of a circuit should be wide enough such that the connection resistance can be minimized and the supply
currents will not cause a large voltage drop. Otherwise, this could result in the signal coupling through the power line.

4.3 Bias Circuit

Biasing is very important in most analog circuits. It controls and readjusts the overall circuit performance.

Considerations of Voltage Drop Circuits may be biased using either voltage or current. However, when a bias voltage is connected from the bias circuit to a sub-circuit, there could be voltage drop due to connection resistance; the performance of the sub-circuit may be different from what was designed. This means that using voltage for biasing may be problematic.

It is generally preferred to transport bias quantities as currents and then reconstruct the bias voltage locally. For current biasing, even if a voltage drop appears across the connection, the operation points of a sub-circuit would not be changed as bias voltages are generated locally. At the same time, this local generation method alleviates some problems due to process gradients.

However, currents cannot be broadcast. One current is needed for each bias line. Whereas, a voltage can be broadcast and only one line can bias several circuits. This is a trade-off between reliability and power.

In this design, currents are used for biasing. Techniques for handling supply variation and process gradients [20] have not been implemented because they may give rise to uncertainties in debugging if the circuit performance is out of expectations.

A Flexible Approach for Circuit Biasing The master section of the bias circuit is shown in Fig. 4.7. Other cascode current sources are connected in parallel and generate bias currents for all sub-circuits. In a prototype, if the connections between the master bias circuit and the sub-circuits are also connected to the bonding pads,
all bias currents are accessible. Additional amounts of bias current can be injected or subtracted. This technique is depicted in Fig. 4.8.

4.4 Floor Plan

Techniques in realizing a good layout have been discussed briefly in Section 4.2. However, when different sub-circuits are merged together, many other issues should be considered. The floor plan must be revised many times such that space is used
effectively and circuit performance would not be seriously degraded due to parasitic capacitance, resistance and signal coupling.

The VGA is fabricated in a 0.8-\textmu m CMOS process (Hewlett Packard CMOS26G) through MOSIS. The active die area is $0.6 \times 1$-mm$^2$. The chip is packaged in a 40-pin DIP package. The circuit layout is generated by the GDT Designer tool set which is a product of Mentor Graphics Corporation. All the layouts are described in a programming language. Once the floor plan or sub-circuits are changed, the layout can be regenerated by adjusting some parameters. The floor plan and the die photo of the VGA are shown in Fig. 4.9 and Fig. 4.10, respectively.

![Diagram of VGA layout](image)

**Figure 4.9** Floor plan of the VGA.

**Other Precautions for this Prototype VGA** In terms of minimizing signal coupling, the following precautions were taken in the layout.

**Power Input** The power is applied to the bias circuit first. The control circuit is located next to the bias circuit. This arrangement can maintain a very clean power supply for these two circuits. It is very important because the biasing
or the circuit operations are initiated by them. If their output signals are not clean enough, noise will be propagated and the overall circuit performance will be affected.

**Output Stage** All the output stages in this VGA are the Class-A common-source configurations. This minimizes the current transients at the power lines of the output stage, thus reducing the signal coupling from the output stage to the others sub-circuit through the power lines.
Current Handling Capability of Power Lines Among the three available layers of metal, the top metal layer (MET3) is thickest in this CMOS process or it has the best current-handling capability. It was therefore used to route the power lines.

Substrate Biasing Lastly, each composite transistors has its own substrate ring for localization. It would minimize the unwanted signals coupled from its adjacent transistors through the substrate. However, this increases area and may reduce matching accuracy as well.

Test Circuits on the Die It is very helpful to layout diagnostic circuits on the die if possible. Referring to the die photo in Fig. 4.10, two similar circuits are fabricated on the same die; their compensation capacitors are different. For the circuit on the right, each compensation capacitor consists of a series of capacitors connected in parallel. Their capacitances can be adjusted by laser cutting. All outputs from its bias circuit are connected to bonding pads. This prototype is used for debugging and finding the optimal compensation capacitance value. For the circuit on the left, the compensation capacitors are optimum in term of the THD performance, which were found by simulation. To minimize pin count and remain in a small package, the outputs of the bias circuit have not been connected to any bonding pads in this duplicate circuit.
Chapter 5

Simulation and Testing: Verification of VGA Performance

In this chapter, the simulation results will be presented and compared to the measured results of a prototype VGA fabricated in a 0.8\(\mu\)m CMOS process. The novel idea of this research is the continuous gain tuning, which is accomplished by interpolation between 10 taps of a feedback resistor, respectively connected to a multi-input-stage operational amplifier (opamp). Of primary concern is the distortion; the VGA must be designed to achieve a dynamic-range greater than 60-dB. It will be shown that the VGA meets, or exceeds the desired specifications. In the closing section, ideas for improvements to the design are outlined.

5.1 Design and Simulation

5.1.1 Approach

Optimization of the Multi-Input-Stage In practice, each sub-circuit will contribute harmonic distortion. In order to study the multi-input-stage only, all other sub-circuits are replaced by ideal components. Ideal signal sources are connected to the inputs of the VGA, which drive two feedback resistors directly. Two ideal
current-dependent voltage sources (transresistors) are used as the output stage. The schematic of the opamp with a non-ideal multi-input-stage is shown in Fig. 5.1.

![Schematic of an operational amplifier with a non-ideal multi-input-stage.](image)

**Figure 5.1** Schematic of an operational amplifier with a non-ideal multi-input-stage.

The opamp in Fig. 2.2, which has two transconductance cells \( G_m \) cells as an input stage and a differential feedback path, is used to prove the general idea described in Section 2.1. Next, the number of \( G_m \) cells will be increased from two to four for investigating the relationship between THD and the supplied bias currents.

The simulation results show that the THD is lowest if only two consecutive \( G_m \) cells are switched on with an equal amount of bias current. The THD rises when either one of these two cells has a very low bias current, as was discussed in detail in Section 3.1.3. The THD under this situation can be reduced if the third \( G_m \) cell is switched on earlier. The proper transition from the first to the third cell is depicted in Fig. 5.2.

Moreover, the distortion is proportional to the third power of \( \Delta A_v/|A_v| \). Therefore, to reduce the distortion, \( \Delta A_v/|A_v| \) should be reduced between consecutive stages. If the variable gain range is fixed, then reducing \( \Delta A_v/|A_v| \) requires the addition of more stages. These preliminary simulations verify that the average THD reduces if the number of the \( G_m \) cells is increased from four to eight, and reduces again if
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![Diagram of current signals with and without overlap]

**Figure 5.2** The proper current signals for switching three transconductance cells.

increased from eight to ten. In order to restrict the die area, only 10 $G_{rmm}$ cells are used.

**Switching off all the Unused $G_m$ Cells** On the other hand, the control circuit should ensure all the unused $G_m$ cells are switched off. If this is not the case, there will be a highly-distorted current generated from the partially ON cells that will degrade performance. To avoid this, an offset current is added to force the bias current off. This was explained in Section 2.9.

The simulated control currents are shown in Fig. 5.3. Each bell-shaped current signal is used to control one $G_m$ cell. The simulation was performed when the VGA inputs was tied to the common-mode potential and the control signal ($V_{ctl}$) was swept from 0-V to 3-V (1.5-V ± 1.5-V). This simulation shows that the control currents indeed drop to zero outside of their active range.

**Other Sub-Circuits** After the design of the multi-input-stage and the control circuit were chosen, different output stages were considered. The selected output stage must also have enough current-handling capability and its distortion cannot significantly degrade the overall performance.

In order to prevent the input signals driving the feedback resistors directly, two simple opamps with unity feedback are used as input voltage buffers. Based on simulations, the THD is expected to be in the range from $-70$-dB to $-65$-dB differential. Their bandwidth should be larger than that of the complete VGA.
Figure 5.3 The simulated current signals for controlling the transconductance cells in the multi-input-stage.

Finally, all the sub-circuits are connected together and extensive simulations are performed for verifying the overall circuit performance. Specific simulations are performed to determine THD, two-tone intermodulation, and closed-loop stability. After an initial layout is completed, the aspect ratio of some composite transistors need adjustments in order to better utilize the die area. After modifications and parasitic extractions, the simulations are repeated and the circuit is reoptimized.

5.1.2 Simulation Results

After the test chip was submitted for fabrication, one serious mistake was found. When the layout was drawn, the sheet resistance of the polysilicon layer was assumed to be 4-Ω/□. Actually, it should be 2-Ω/□ which had been verified by measurement. Therefore, the resistance of all resistors are only half of the expected values.

Because the size of each feedback resistor is reduced by half, the performance of all output stages are affected seriously. In order to solve this problem, the master bias current of the VGA is increased from 100-μA to 150-μA. The following simulation results are based on this new bias current.

On the test chip, there are two identical circuits with different values of compensation
capacitors. From simulation, the size of the compensation capacitors in the input voltage buffers and in the differential output stage are optimized to be 2.0-pF and 2.5-pF, respectively. The test circuit with these capacitors is called TC₁. Its performance will be studied in detail. The other will be called TC₂, the size of the compensation capacitors in the input voltage buffers and in the differential output stage are chosen to be 3.0-pF and 4.0-pF, respectively.

Also, in order to compare the simulation results with the measured results, the conditions used for simulation and for testing are the same. Unless otherwise stated, the circuit is simulated at a temperature of 25°C and the Berkeley level 4 model is used. Also, the loading capacitance at each output terminal of the VGA is 1.0-pF.

**Stability** Frequency response and step response of the VGA can determine the stability of the circuit. The variable gain range of the VGA is from 1 to 2; its phase margin is lowest when the closed-loop gain is unity. The following results are obtained when the voltage gain of the VGA is unity.

For TC₁, its step response is shown in Fig. 5.4 when a 4-V_{pp} differential input signal at 10-MHz is applied. ("PAD_XVON" and "PAD_XVOP" are the single-ended responses and "OUT" is equal to (PAD_XVON − PAD_XVOP).) The frequency response is shown in Fig. 5.5.

Fig. 5.4 shows that the overshooting in the single-ended response is very large, but there is little overshoot in the differential output. This indicates that the common-mode feedback circuit is marginally stable with a phase margin of 30°. The phase margin for the fully-differential circuit is approximately 70°.

---

1 Referring to Section 3.2, the size of the compensation capacitor affects the THD directly. Since a stable circuit with the lowest THD is expected, the size of the compensation capacitor cannot be too large or the circuit is over-compensated, and THD will increase.

2 For simplicity, most higher-order systems are approximated to be a second-order system for analysis [21, Section 6.5].

An example for finding the phase margin of a second-order system according to the overshooting in the step response and the resonant peaking in the frequency response is illustrated in [22, Fig. 5.33]. On the other hand, referring to [21, (6.5-13)], the relationship between the resonant peaking in the frequency response (Mᵢ) and the phase margin (ϕₘ) can be written as:

\[
M_i \geq \frac{1}{2 \sin(\frac{\phi_m}{2})}
\]
Figure 5.4 The simulated large step response of TC₁ at 10-MHz.

Figure 5.5 The simulated frequency response of TC₁.
These simulations are repeated for TC₂, which has larger compensation capacitors than TC₁. Its step response and its frequency response are shown in Fig. 5.6 and Fig. 5.7, respectively. This shows less overshoot, but also a much longer rise-time which indicates slew-rate limitation.

![Figure 5.6](image1.png)  
**Figure 5.6** The simulated large step response of TC₂ at 10-MHz.

![Figure 5.7](image2.png)  
**Figure 5.7** The simulated frequency response of TC₂.

Both step responses in Fig. 5.4 and Fig. 5.6 show that the overshooting in the differential output is reduced because of cancellation. This means that the under-
damping is due to the common-mode oscillation and/or the CMFB circuit is under-compensated.

In order to clarify the source of oscillation, the inputs of the CMFB circuit are re-connected to $V_{\text{out}+}$ and $V_{\text{out}-}$. By prediction, if a square wave signal is applied to both inputs of the VGA ($V_{\text{in}+}$ and $V_{\text{in}-}$), both outputs ($V_{\text{out}+}$ and $V_{\text{out}-}$) are zero because the input signals do not have any differential component. However, it is not the case. Once the step is applied, glitches are found in both outputs. This means that the response of the CMFB circuit is not fast enough to track the common-mode error. The simulated common-mode step response is shown in Fig 5.8 when a 10-MHz 2-$V_{\text{pp}}$ input signal is applied.

![The variable gain control amplifier using mult-ON cells and feedback tec](image)

**Figure 5.8** The simulated common-mode step response of the modified TC1.

**Open-Loop Frequency Response** There are multiple pairs of input terminals in the multi-input-stage opamp. The transconductance of the multi-input-stage is a vector representation (2.1). Instead of simulating the open-loop frequency response of the opamp, the transimpedance from the telescopic-cascode stage to the differential output stage is investigated. The result is shown in Fig. 5.9. Each single-ended output terminal is loaded with a 1-kΩ resistor and a 1-pF capacitor connected in parallel. The size of the compensation capacitors is 2.5-pF. The impedance at DC
Figure 5.9 The frequency response of transimpedance from the telescopic-cascode stage to the differential output stage. The size of compensation capacitor is 2.5-pF.

is more than 6-MΩ. At 10-MHz, the equivalent impedance is 5-kΩ. The second dominate pole and the transmission zero are located at around 250-MHz. Since the multi-input stage has parasitic poles well beyond 250-MHz, this simulation accurately reflects the dominant dynamic behavior of the VGA.

Total Harmonic Distortion The non-linearity of the VGA is investigated by measuring the THD of the circuit. This is the primary limitation on the dynamic-range. After the signal is amplified, its fidelity should be maintained.

Fig. 5.10 and Fig. 5.11 plot the THD of TC₁ at different voltage gain when an input signal at 5-MHz and at 10-MHz are applied. The results are simulated at room temperature. Each single-ended output voltage is 2-V_{pp} and the differential output voltage is 4-V_{pp}. The gain is lowest (A_v = 1) when V_{cm} is equal to -1.15-V; and the gain is highest (A_v = 2) when V_{cm} is equal to 1.15-V.

The simulation results are shown that the average THD at 5-MHz and at 10-MHz are found to be -62.24-dB and -55.67-dB, respectively. The numerical data demonstrates that the even harmonics are attenuated. When the two voltage buffers are isolated from the VGA and simulated differentially, the THD at 5-MHz and at 10-
Figure 5.10 The simulated THD of TC1 (a) using level-3 model and (b) using BSIM model. The circuit is tested at room temperature using a 5-MHz signal.

Figure 5.11 The simulated THD of TC1 (a) using level 3 Model and (b) using BSIM model. The circuit is tested at room temperature by a 10-MHz signal.
MHz are found to be $-71$-dB and $-64$-dB, respectively. (These results are obtained when each output terminal is loaded with a 1-kΩ resistor and the differential output voltage is $4-V_{pp}$.)

However, when the circuit is operated in a ceramic DIP package in ambient air at room temperature, the estimated die temperature is $80^\circ$C. The simulations are repeated and the results are shown in Fig. 5.12. Fig. 5.12 shows that the THD at

![Figure 5.12](image)

**Figure 5.12** The simulated THD of TC1 (a) using a 5-MHz signal and (b) using a 10-MHz signal. The BSIM model is used and the circuit is tested at room temperature and at $80^\circ$C.

$80^\circ$C increases by 5-dB in average. This means that almost one bit of linearity is lost. As temperature increases, the mobility of both carriers go down and so does the transconductance of each transistor. Therefore, the gain bandwidth product of the circuit is smaller. Generally, the distortion reduced by feedback is proportional to the open-loop voltage gain. Therefore, the distortion will become larger when the gain bandwidth product drops.

**Two-tone Intermodulation** In crowded communication systems, signal interference of one device with another is a common problem. For example, third-order intermodulation of two signals often is a problem in narrow-band systems. When two signals ($f_1$ and $f_2$) are present in a system, they will mix with the second harmonics and create a third-order intermodulation products which are located close
to the original signals. Higher order intermodulation will also occur.

In simulation, two equal amplitude tones at 9.5-MHz and 10.5-MHz are applied to TC1 such that the peak amplitude of the differential output signal is 2-V_p. The control signal V_{ctl} is set to -1.00-V, 0.00-V and 1.00-V where the voltage gain is close to 1 (low), \sqrt{2} (median) and 2 (high). The third-order intermodulation products (IM_3) are below -59.82-dBC for V_{ctl} = -1.00-V (A_v \approx 1), below -59.43-dBC for V_{ctl} = 0.00-V (A_v \approx \sqrt{2}) and below -59.40-dBC for V_{ctl} = 1.00-V (A_v \approx 2). The spectrum of the output signals for the above three cases are shown in Fig. 5.13.

![Figure 5.13](image)

**Figure 5.13** The simulated output spectrums for the intermodulation of TC_1.

**Noise** Noise is always unwanted in a communication system. It is usually unpredictable. It comes from the devices and also from signal coupling. The following simulation only considers the noise from devices.

Firstly, the control signal V_{ctl} is set to -1.00-V (A_v \approx 1). For TC1, the simulated output noise spectral density and the total output noise are shown in Fig. 5.14. The total noise integrated over 1-GHz bandwidth is found to be 1.075-mV_{rms} at each single-ended output and 261.65-\mu V_{rms} at the differential output. Since the VGA is a fully differential circuit, the common-mode noise (e.g., noise from the CMFB circuit and from the control circuit) will not appear in the differential output.

At the differential output only, when V_{ctl} is set to 0.00-V (A_v \approx \sqrt{2}) and 1.00-V
Figure 5.14 The simulated output noise spectral density (dashed line) and the total output noise (solid line) when $V_{\text{ctl}} = -1.00\text{-V}$, (a) single-ended and (b) differential.

($A_v \approx 2$), the simulated output noise spectral density and the total output noise are shown in Fig. 5.15. The total noise integrated over 1-GHz bandwidth are 276.19-$\mu V_{\text{rms}}$ and 288.97-$\mu V_{\text{rms}}$, respectively. From the results, the noise voltage increases with the closed-loop gain; the noise from the early stages will be amplified. However, even if the closed-loop gain is increased from 1 to 2, the total noise only increases by 10.44%. With respect to the nominal signal level of 4-$V_{\text{pp}}$ (1.414-$V_{\text{rms}}$), the signal-to-noise ratio (SNR) of the VGA is above 73.79-dB, and therefore, is not a limitation to achieve a 60-dB dynamic range.
Figure 5.15 The simulated output noise spectral density (dashed line) and the total output noise (solid line) at the differential output when (a) \( V_{\text{ctl}} = 0.00\,\text{V} \) and (b) \( V_{\text{ctl}} = 1.00\,\text{V} \).

5.2 Circuit Testing and Measurements

5.2.1 Test Equipments

The following are the major equipments used in testing.

**Tektronix 11403A Digitizing Oscilloscope** Bandwidth up to 3-GHz and a 10-bit resolution. Used for monitoring signals.

**Hewlett Packard 8563E Spectrum Analyzer** Bandwidth of 30-Hz to 26.5-GHz and its internal distortion products less than \(-72\)-dBc for most range settings. Used to display the spectrum of a signal and measure the magnitude of harmonics.

**Hewlett Packard 8752C Network Analyzer** Frequency range from 300-kHz to 6-GHz. Used to measure the frequency response of a circuit.

**Tektronix HFS9003 Stimulus System** Can generate a square wave with a frequency from 50-kHz to 630-MHz and an amplitude up to 3-V_{pp}. Used to test the step response of a circuit.
Hewlett Packard 8657B Synthesized Signal Generator Can generate a tone from 0.1-MHz to 2.06-GHz. After the harmonics are attenuated by a LPF, spectrum measurements indicate that the THD of the output signal is less than $-65$-dB when generating a $4-V_{pp}$ differential sinusoid at 10-MHz across a 50-Ω load.

The test chip is mounted on a prototyping PCB with various resistors and capacitors for biasing. In order to have wide bandwidth and clean input signals, each high frequency signal pin is connected to the ground plane by means of a 50-Ω resistor. For convenience, the supplies are set to $+2.50$-V and $-2.50$-V with respect to the ground plane. In real applications, simple level shifting could be performed. The bypass capacitors are placed within 0.5", or less, to the power supply pins for maintaining a wideband low-impedance characteristic and insuring the fidelity of high-speed transient signals. The conversion between a single-ended signal and two out-of-phase signals is performed by a power combiner/splitter (Mini-Circuits ZFSCJ-2-2 and ZFSCJ-2-4).

The VGA does not have analog output voltage buffers for driving the external capacitive load. For solving this problem, the prototyping PCB is fixed on a probe station and the output signals are reconstructed by two high speed and high input impedance active probes. The probe is manufactured by the GGB Industries, Inc. The output signal amplitude is 1/20 of the detected signal amplitude. The stated input capacitance is 0.1-pF.

5.2.2 Measured Results

Step Response The setup for testing the step response of the VGA is shown in Fig. 5.16. The voltage gain of the VGA is set to 1. For TC$_1$, its large step response to a 10-MHz 4-$V_{pp}$ input signal is shown in Fig. 5.17. The single-ended outputs and the differential output are plotted on the upper graticule and the lower graticule, respectively. The output waveforms agree with the corresponding simulation results. If the input frequency is slowed down to 1-MHz, the measured results for the large
Figure 5.16 Setup for the step response testing.

(4-V_{pp}) and the small (1-V_{pp}) step response are shown in Fig. 5.18. The output waveforms show that the settling of the single-ended response is not fast enough. It is related to the stability or the compensation of the circuit.

In the test chip, TC\textsubscript{2} has bigger compensation capacitors. If the input frequency is 10-MHz, the measured results for the large and the small step response are shown in Fig. 5.19. The output waveforms in the large step response agree with the simulation results.

As in simulation, the overshooting in the differential output is reduced because of common-mode rejection. The phase margin for this fully-differential circuit is approximately 70°. However, the ringing in the single-ended outputs illustrates that there exist some problems in the CMFB circuit.
Figure 5.18 Measured step response of TC₁ at 1-MHz, (a) for large step response and (b) for small step response.

Figure 5.19 Measured step response of TC₂ at 10-MHz, (a) for large step response and (b) for small step response.
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The slew rates obtained from simulation and from measurement are compared in Table 5.1. Their values are very close. If the size of the compensation capacitors are increased, the slew rate will be reduced.

**Table 5.1** The slew rates for the differential output obtained from simulation and from measurement.

<table>
<thead>
<tr>
<th>Compensation $C_c$</th>
<th>From Simulation</th>
<th>From Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slew Rate</td>
<td>FPBW</td>
</tr>
<tr>
<td></td>
<td>$445.0\text{-V/\mu s}$</td>
<td>$35.41\text{-MHz}$</td>
</tr>
<tr>
<td>$2.0\text{-pF, 2.5}\text{-pF}$</td>
<td>$\approx 475\text{-V/\mu s}$</td>
<td>$\approx 37.7\text{-MHz}$</td>
</tr>
<tr>
<td>$3.0\text{-pF, 4.0}\text{-pF}$</td>
<td>$294.2\text{-V/\mu s}$</td>
<td>$23.41\text{-MHz}$</td>
</tr>
<tr>
<td></td>
<td>$\approx 310\text{-V/\mu s}$</td>
<td>$\approx 24.7\text{-MHz}$</td>
</tr>
</tbody>
</table>

**Frequency Response** The setup for testing the frequency response of the VGA is shown in Fig. 5.20. The voltage gain of the VGA is set to 1. For TC$_1$, its frequency response is shown in Fig. 5.21. Fig. 5.21a shows that the cut-off frequency is close to 200-MHz. From Fig. 5.21b, by approximation, the transfer function of the VGA has a linear phase response characteristic for the frequency from DC to 20-MHz. This means that the output signals have a constant time delay if the signal frequencies are below 20-MHz. This is a very important property for pulsed-data systems. If the VGA does not have this property, the sharp edges of the waveform will be distorted.

![Diagram of frequency response setup](image)
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![Graphs](image)

**Figure 5.21** The measured frequency response of TC₁, (a) from 1-MHz to 1-GHz and (b) from 300-kHz to 20-MHz.

**Total Harmonic Distortion** The setup for measuring the THD of the VGA is shown in Fig. 5.22. Table 5.2 and Table 5.3 list the THD measured from TC₁ when

![Diagram](image)

**Figure 5.22** Setup for the THD measurement.

an input signal at 5-MHz and at 10-MHz are applied and the differential output is 4-V_{pp}. The voltage gain is approximately equal to 1 when V_{ctl} is equal to −1.25-V; and the voltage gain is approximately equal to 2 when V_{ctl} is equal to 1.00-V. The plots for comparing the simulation and the measured results are shown in Fig. 5.23 and Fig. 5.24.

From the results, if the voltage gain is set between 1.15 and 1.85 and the signal
Table 5.2 Measured THD of TC1 when an input signal at 5-MHz is applied.

<table>
<thead>
<tr>
<th>V_{cl} with respect to 1.5-V above V_{ss}</th>
<th>THD of V_{in} (NF = -70-dB; RL = 20-dB; ATT = 30-dB)</th>
<th>THD of V_{out+} and V_{out-} (NF = -70-dB, RL = -5-dB; ATT = 10-dB)</th>
<th>THD of V_{out} (NF = -78-dB, RL = -5-dB; ATT = 10-dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.25-V</td>
<td>4.00-V_{pp}, -61.46-dB (HD = -62.88, -67.01)</td>
<td>-38.77-dB (HD = -38.84, -59.21, -60.39)</td>
<td>-57.46-dB (HD = -63.38, -58.70)</td>
</tr>
<tr>
<td>-1.00-V</td>
<td>3.67-V_{pp}, -62.46-dB (HD = -63.71, -68.46)</td>
<td>-53.71-dB (HD = -55.38, -58.66, - )</td>
<td>-58.74-dB (HD = -68.63, -59.21)</td>
</tr>
<tr>
<td>-0.75-V</td>
<td>3.50-V_{pp}, -62.89-dB (HD = -64.05, -69.17)</td>
<td>-62.03-dB (HD = -64.55, -65.59, - )</td>
<td>-62.86-dB (HD = -67.80, -64.54)</td>
</tr>
<tr>
<td>-0.50-V</td>
<td>3.33-V_{pp}, -63.06-dB (HD = -64.13, -69.67)</td>
<td>-60.88-dB (HD = -68.50, -61.71, - )</td>
<td>-60.16-dB (HD = -67.17, -61.13)</td>
</tr>
<tr>
<td>-0.25-V</td>
<td>3.00-V_{pp}, -64.03-dB (HD = -65.04, -70.87)</td>
<td>-64.18-dB (HD = -68.45, -66.21, - )</td>
<td>-64.30-dB (HD = -68.12, -66.62)</td>
</tr>
<tr>
<td>0.00-V</td>
<td>2.83-V_{pp}, -64.69-dB (HD = -65.58, -72.00)</td>
<td>-61.93-dB (HD = -68.13, -63.12, - )</td>
<td>-61.90-dB (HD = -68.74, -63.17)</td>
</tr>
<tr>
<td>0.25-V</td>
<td>2.50-V_{pp}, -65.54-dB (HD = -66.38, -73.08)</td>
<td>-61.76-dB (HD = -63.17, -67.34, - )</td>
<td>-64.28-dB (HD = -67.38, -67.21)</td>
</tr>
<tr>
<td>0.50-V</td>
<td>2.33-V_{pp}, -66.28-dB (HD = -67.01, -74.38)</td>
<td>-59.82-dB (HD = -64.34, -61.71, - )</td>
<td>-60.21-dB (HD = -65.87, -61.58)</td>
</tr>
<tr>
<td>0.75-V</td>
<td>2.17-V_{pp}, -66.92-dB (HD = -67.63, -75.13)</td>
<td>-56.28-dB (HD = -56.71, -65.54, - )</td>
<td>-63.57-dB (HD = -66.63, -66.54)</td>
</tr>
<tr>
<td>1.00-V</td>
<td>2.00-V_{pp}, -67.46-dB (HD = -68.09, -76.17)</td>
<td>-58.66-dB (HD = -62.58, -60.92, - )</td>
<td>-59.26-dB (HD = -65.42, -60.46)</td>
</tr>
<tr>
<td>1.25-V</td>
<td>1.83-V_{pp}, -69.26-dB (HD = -70.04, -77.09)</td>
<td>-43.11-dB (HD = -43.17, -63.54, -65.67)</td>
<td>-60.80-dB (HD = -63.96, -63.67)</td>
</tr>
</tbody>
</table>

Remark: 1. NF — Noise Floor; RL — Reference Level and ATT — Attenuation. 2. The single-ended output signals (V_{out+} and V_{out-}) are 2-V_{pp}. In measurement, the circuit interfaces to external voltage buffers. The output signal amplitudes would be 1/20 of the original values. 3. (HD = HD2, HD3, \ldots). The unit for each HD is "dBc".
Table 5.3 The measured THD of TC1 when an input signal at 10-MHz is applied.

<table>
<thead>
<tr>
<th>$V_{cti}$ with respect to 1.5-V above $V_{ss}$</th>
<th>THD of $V_{in}$ (NF = -70-dB; RL = 20-dB; ATT = 30-dB)</th>
<th>THD of $V_{out+}$ and $V_{out-}$ (NF = -70-dB; RL = -5-dB; ATT = 10-dB)</th>
<th>THD of $V_{out}$ (NF = -78-dB; RL = -5-dB; ATT = 10-dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.25-V</td>
<td>4.00-$V_{pp}$, -63.48-dB (HD = -65.94, -67.11)</td>
<td>-31.97-dB (HD = -32.55, -50.92, -41.63)</td>
<td>-51.68-dB (HD = -60.67, -52.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -64.63, -57.92)</td>
<td>(HD = -72.56, -69.79)</td>
</tr>
<tr>
<td>-1.00-V</td>
<td>3.67-$V_{pp}$, -64.07-dB (HD = -65.89, -68.73)</td>
<td>-43.39-dB (HD = -44.25, -55.38, -52.75)</td>
<td>-56.40-dB (HD = -68.61, -56.67)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -66.61, -56.65)</td>
<td>(HD = -72.56, -69.79)</td>
</tr>
<tr>
<td>-0.75-V</td>
<td>3.50-$V_{pp}$, -64.68-dB (HD = -66.33, -69.67)</td>
<td>-49.94-dB (HD = -51.38, -61.29, -56.75)</td>
<td>-61.45-dB (HD = -68.17, -62.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -47.54, -58.54, -56.25)</td>
<td>(HD = -66.89, -60.61)</td>
</tr>
<tr>
<td>-0.50-V</td>
<td>3.33-$V_{pp}$, -64.77-dB (HD = -66.39, -69.83)</td>
<td>-46.70-dB (HD = -48.79, -63.46, -59.50)</td>
<td>-59.69-dB (HD = -68.22, -64.44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.83-dB)</td>
<td>(HD = -72.56, -69.79)</td>
</tr>
<tr>
<td>-0.25-V</td>
<td>3.00-$V_{pp}$, -65.75-dB (HD = -67.05, -71.61)</td>
<td>-48.30-dB (HD = -49.13, -62.04, -59.04)</td>
<td>-62.60-dB (HD = -67.17, -63.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.51-dB)</td>
<td>(HD = -67.17, -63.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.79, -63.46, -59.50)</td>
<td>(HD = -67.17, -63.17)</td>
</tr>
<tr>
<td>0.25-V</td>
<td>2.50-$V_{pp}$, -67.25-dB (HD = -68.39, -73.61)</td>
<td>-47.70-dB (HD = -48.17, -64.04, -58.75)</td>
<td>-63.07-dB (HD = -67.17, -65.22)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.20-dB)</td>
<td>(HD = -67.17, -65.22)</td>
</tr>
<tr>
<td>0.50-V</td>
<td>2.33-$V_{pp}$, -67.72-dB (HD = -68.56, -75.27)</td>
<td>-49.20-dB (HD = -50.05, -60.17, -59.25)</td>
<td>-60.21-dB (HD = -66.44, -61.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.90-dB)</td>
<td>(HD = -66.44, -61.39)</td>
</tr>
<tr>
<td>0.75-V</td>
<td>2.17-$V_{pp}$, -68.66-dB (HD = -69.50, -76.22)</td>
<td>-47.32-dB (HD = -47.92, -60.75, -58.09)</td>
<td>-60.24-dB (HD = -66.78, -61.33)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -47.71, -57.88, -57.29)</td>
<td>(HD = -64.78, -59.33)</td>
</tr>
<tr>
<td>1.00-V</td>
<td>2.00-$V_{pp}$, -69.71-dB (HD = -70.61, -77.00)</td>
<td>-46.90-dB (HD = -47.71, -57.88, -57.29)</td>
<td>-58.24-dB (HD = -64.78, -59.33)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(HD = -48.90-dB)</td>
<td>(HD = -66.78, -61.33)</td>
</tr>
<tr>
<td>1.25-V</td>
<td>1.83-$V_{pp}$, -69.15-dB (HD = -69.72, -78.28)</td>
<td>-39.16-dB (HD = -39.25, -67.61, -56.59)</td>
<td>-60.16-dB (HD = -60.55, -70.83)</td>
</tr>
</tbody>
</table>
Figure 5.23 Comparison between the simulated and the measured THD of TC\textsubscript{1} (a) if the level 3 model is used and (b) if the BSIM model is used. The circuit is tested at room temperature by a 5-MHz signal.

Figure 5.24 Comparison between the simulated and the measured THD of TC\textsubscript{1} (a) if the level 3 model is used and (b) if the BSIM model is used. The circuit is tested at room temperature by a 10-MHz signal.
frequency is below 10-MHz, the VGA has 10-bit linearity (60-dB). The worst case is found when the signal frequency is 10-MHz and the voltage gain is unity. The linearity is only 8.5-bits. In general, the measured results are close to the simulation results. The differences may arise from the device modeling because the device models cannot exactly reproduce the transfer characteristics of each transistor.

The THD for the differential signal at 5-MHz and at 10-MHz are similar. However, the THD for the single-ended signals have a greater improvement if the signal frequency is slowed down. When the signal frequency is 10-MHz, each single-ended signal has around 8-bit linearity. If the frequency is slowed down to 5-MHz, the linearity will be improved to around 10-bit because of the reduction of the second harmonic.

Furthermore, when the measured results are compared with the simulation results, the measured THD has less variation (only 3-dB). Since the variation of THD is always due to the multi-input-stage (refer to Section 3.1.3), the simulation results may over-estimate its non-linearity.

For the purpose of comparison, Table 5.4 and Table 5.5 list the THD measured from TC2 when an input signals at 5-MHz and at 10-MHz are applied. The THD for the differential signal is close to the results obtained from TC1. It increases by 3-dB in average. This means that half a bit of linearity is lost, which is tolerable.

However, increasing the size of compensation capacitors have a great influence on the THD for the single-ended signals. When the frequencies are 5-MHz and 10-MHz, the linearity is only 8.5-bit and 5-bit, respectively. It is because the operating frequency is close to the FPBW ($\approx 24.7 - MHz$), and the magnitude of the positive and the negative slew rate are not equal (see Fig. 5.6 and Fig. 5.19).

At high frequency, if the magnitude of the positive and the negative slew rate are different, the waveform at each half cycle will not be symmetrical. The resulting waveform appears to be a fundamental plus a second harmonic. This means that the second harmonic distortion will arise.
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#### Table 5.4
The measured THD of TC2 when an input signal at 5-MHz is applied.

<table>
<thead>
<tr>
<th>$V_{ctl}$ with respect to 1.5-V above $V_{ss}$</th>
<th>THD of $V_{in}$ (NF = -70-dB; RL = 20-dB; ATT = 30-dB)</th>
<th>THD of $V_{out+}$ and $V_{out-}$ (NF = -70-dB, RL = -5-dB; ATT = 10-dB)</th>
<th>THD of $V_{out}$ (NF = -78-dB, RL = -5-dB; ATT = 10-dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.00-V</td>
<td>$3.67V_{pp}, -62.46$-dB (HD = -63.71, -68.46)</td>
<td>$-48.04$-dB (HD = -48.63, -57.96, -63.88)</td>
<td>$-57.47$-dB (HD = -69.34, -57.76)</td>
</tr>
<tr>
<td>-0.50-V</td>
<td>$3.33V_{pp}, -63.06$-dB (HD = -64.13, -69.67)</td>
<td>$-51.37$-dB (HD = -52.07, -61.33, -64.54)</td>
<td>$-60.21$-dB (HD = -67.42, -61.13)</td>
</tr>
<tr>
<td>0.00-V</td>
<td>$2.83V_{pp}, -64.69$-dB (HD = -65.58, -72.00)</td>
<td>$-53.76$-dB (HD = -54.87, -61.12, -67.62)</td>
<td>$-60.21$-dB (HD = -67.62, -61.08)</td>
</tr>
<tr>
<td>0.50-V</td>
<td>$2.33V_{pp}, -66.28$-dB (HD = -67.01, -74.38)</td>
<td>$-53.51$-dB (HD = -54.96, -59.58, -67.79)</td>
<td>$-58.85$-dB (HD = -68.33, -59.37)</td>
</tr>
<tr>
<td>1.00-V</td>
<td>$2.00V_{pp}, -67.46$-dB (HD = -68.09, -76.17)</td>
<td>$-50.19$-dB (HD = -51.13, -57.75, -67.34)</td>
<td>$-58.29$-dB (HD = -70.04, -58.59)</td>
</tr>
</tbody>
</table>

#### Table 5.5
The measured THD of TC2 when an input signal at 10-MHz is applied.

<table>
<thead>
<tr>
<th>$V_{ctl}$ with respect to 1.5-V above $V_{ss}$</th>
<th>THD of $V_{in}$ (NF = -70-dB; RL = 20-dB; ATT = 30-dB)</th>
<th>THD of $V_{out+}$ and $V_{out-}$ (NF = -70-dB, RL = -5-dB; ATT = 10-dB)</th>
<th>THD of $V_{out}$ (NF = -78-dB, RL = -5-dB; ATT = 10-dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.00-V</td>
<td>$3.67V_{pp}, -64.07$-dB (HD = -65.89, -68.73)</td>
<td>$-29.13$-dB (HD = -29.17, -51.34, -54.17)</td>
<td>$-52.37$-dB (HD = -66.54, -52.54)</td>
</tr>
<tr>
<td>-0.50-V</td>
<td>$3.33V_{pp}, -64.77$-dB (HD = -66.39, -69.83)</td>
<td>$-30.51$-dB (HD = -30.54, -54.67, -54.76)</td>
<td>$-55.56$-dB (HD = -66.58, -55.92)</td>
</tr>
<tr>
<td>0.00-V</td>
<td>$2.83V_{pp}, -66.27$-dB (HD = -67.44, -72.53)</td>
<td>$-31.44$-dB (HD = -31.46, -57.58, -57.58)</td>
<td>$-58.40$-dB (HD = -65.71, -59.29)</td>
</tr>
<tr>
<td>0.50-V</td>
<td>$2.33V_{pp}, -67.72$-dB (HD = -68.56, -75.27)</td>
<td>$-31.90$-dB (HD = -31.92, -56.71, -59.54)</td>
<td>$-58.31$-dB (HD = -66.21, -59.08)</td>
</tr>
<tr>
<td>1.00-V</td>
<td>$2.00V_{pp}, -69.71$-dB (HD = -70.61, -77.00)</td>
<td>$-31.61$-dB (HD = -31.63, -55.88, -61.96)</td>
<td>$-56.94$-dB (HD = -68.50, -57.25)</td>
</tr>
</tbody>
</table>
Two-Tone Intermodulation  The setup for measuring the two-tone intermodulation in the VGA is shown in Fig. 5.25. Different lowpass filters are employed to attenuate the unwanted harmonics. The measurement is performed when the control

![Diagram of signal flow](image.png)

**Figure 5.25** Setup for two-tone intermodulation measurement.

signal $V_{ct1}$ is set to $-1.00\text{-V} \ (A_v \approx 1)$, $0.00\text{-V} \ (A_v \approx \sqrt{2})$ and $1.00\text{-V} \ (A_v \approx 2)$. Two equal amplitude tones at 9.5-MHz and 10.5-MHz are applied to TC$_1$ such that the amplitude of the differential output signal is $4V_{pp}$. The spectrums for the input and the output signal are shown in Fig. 5.26, Fig. 5.27 and Fig. 5.28. The third-order intermodulation products ($IM_3$) are below $-59.33\text{-dBc}$ for $V_{ct1} = -1.00\text{-V}$, below $-63.00\text{-dBc}$ for $V_{ct1} = 0.00\text{-V}$ and below $-59.17\text{-dBc}$ for $V_{ct1} = 1.00\text{-V}$. These values are close to the corresponding third harmonic distortion ($HD_3$) obtained in Table 5.3. Generally, $HD_3$ should be $2.5\text{-dB}$ greater than $IM_3$.\(^3\)

\(^3\) When the total amplitude of two-tone waveform equals the amplitude of a single-tone waveform, $IM_3 = (3/4)HD_3$.  

Figure 5.26 Intermodulation distortion of TC1 when $V_{ctl} = -1.00\text{-}V$, (a) input spectrum and (b) output spectrum.

Figure 5.27 Intermodulation distortion of TC1 when $V_{ctl} = 0.00\text{-}V$, (a) input spectrum and (b) output spectrum.
Figure 5.28 Intermodulation distortion of TC1 when \( V_{\text{dc}} = 1.00\text{-V} \), (a) input spectrum and (b) output spectrum.

5.3 Conclusions

In this thesis, a novel idea in designing a CMOS VGA is presented. The VGA is constructed from a fully-differential multi-input-stage opamp with resistive feedback. The smoothly variation of the voltage gain is achieved by interpolation between multiple taps of a feedback resistor. Various aspects related to the design, analysis and optimization of this VGA have been presented in previous chapters. In this chapter, the simulation and the measured results are used to verify the performance of the VGA. In closing, a summary of the circuit performance is made and a few directions for improvement to the work presented are suggested.

5.3.1 Summary

The performance of the VGA (TC1) obtained from measurements is summarized in Table 5.6. Measurements show a close correspondence to the simulation results. The VGA shows IMD of nearly \(-60\text{-dB}\) over all gain settings, which demonstrate that the VGA obtains a linearity of 10-bit for video bandwidths. Simulated noise performance shows an SNR greater than 73.79-dB. All the results show that the VGA can achieve 60-dB dynamic-range in the middle part of the variable gain range [1.15,1.85]. Combined with further design improvements, it can be used as a variable
Table 5.6 Summary for the performance of the VGA from measurement.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measured Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed-loop Gain</td>
<td>1–2 or 0–6-dB</td>
</tr>
<tr>
<td>Output Voltage Swing</td>
<td>4-V_{pp} differential</td>
</tr>
<tr>
<td>Phase Margin</td>
<td>( \approx 70^\circ )</td>
</tr>
<tr>
<td>Slew Rate (FPBW)</td>
<td>( \approx 475-V/\mu s ) (( \approx 37.7)-MHz)</td>
</tr>
<tr>
<td>THD at 5-MHz</td>
<td>(&lt; -60)-dB when ( A_v \in [1.15, 1.85] )</td>
</tr>
<tr>
<td>THD at 10-MHz</td>
<td>(&lt; -60)-dB when ( A_v \in [1.15, 1.85] )</td>
</tr>
<tr>
<td>IM₃, 4-V_{pp} at 9.5-MHz and 10.5-MHz</td>
<td>(&lt; -59.17)-dBc</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>( \pm 2.5)-V</td>
</tr>
<tr>
<td>DC Power Dissipation</td>
<td>80-mW</td>
</tr>
<tr>
<td>Transistor Count</td>
<td>167</td>
</tr>
<tr>
<td>Active Die Area</td>
<td>( 0.6 \times 1)-mm²</td>
</tr>
</tbody>
</table>

gain buffer in 10-bit resolution video systems and digital broadband communication signal-conditioning front-end circuitry.

5.3.2 Further Improvements

According to the observed weaknesses in the present design and the aspects that were not stressed in the prototype, the improvements are itemized as follows.

Device Models The THD from simulation has a greater variation when it is compared with the measured results. This means that the non-linearity due to the multi-input-stage may be over-estimated at the beginning.

THD is a measure of the circuit non-linearity. For the multi-input-stage, it is very important to have a good model of the transistor’s transfer characteristics when it is switching between the different regions. If an accurate model is available, the prediction of THD at the outputs and the optimization of the circuit performance will be performed more properly.

CMFB Circuit The results show that the CMFB circuit has some problems. The existing CMFB circuit is a general design which assumes the input signals are taken at the output terminals; and the selections of the transistors’ aspect
ratio are non-optimal. Moreover, the input signals to the CMFB circuit are obtained from the mid-point of two feedback resistors. Their swing may be too small or the sensitivity of this circuit is not fast enough to track the immediate common-mode error. If the CMFB circuit is redesigned according to the above problems, the stability of the VGA would be improved.

On the other hand, as regards the simulation result in the upper part of Fig. 5.3, the common-mode output potential is moving up and down by 50-mV when \( V_{ctl} \) is changing. It would be treated as a DC noise from the control signal \( V_{ctl} \). This is because the total bias current of the multi-input-stage is not a constant which does not match the design of the telescopic-cascode stage and the CMFB circuit. In solving this problem, the sum of all bias currents in the multi-input-stage is duplicated and fed as the reference current for the CMFB circuit.

**Power and Die Size** In order to maintain a large operating bandwidth and a low noise characteristic, the bias current and the aspect ratio of transistors in all input stages and in the telescopic-cascode stage are chosen to be fairly large.

If the bias currents and the aspect ratios are reduced, the VGA will consume less power and require a smaller die area. At the same time, if longer feedback resistors are used, less output current will be drawn from each output stage. All output stages will have a smaller current modulation index and contribute less distortion. As a result, the improved performance in all output stages can lessen the performance degradation due to the adjustment of the bias currents and the aspect ratios.

**Layout** The layout of the capacitors is not perfect because the polysilicon layer is used. A large grounding capacitance is found at each output terminal. In future test chips, the capacitors should be formed by only metal layers, and then the grounding capacitance will be minimized, even if a large capacitor area is required.

The digital noise is harmful to all analog circuits. If this VGA is integrated with any digital circuits (such as ADC) on the same substrate, it must have
guard rings for collecting the injected minority carriers. Also, $V_{dd}$ and $V_{ss}$ of the guard rings should not be connected to any analog circuit.

**Variable Voltage Gain** In the design stage, the variable gain range is assigned to be from 0.95 to 2.10 such that it can achieve 10-bit linearity for the gain from 1 to 2. In circuit testing and measurement, its performance demonstrates that 10-bit linearity is achieved only when the gain is set between 1.15 and 1.85. This means that the safety margins are not large enough.

If the VGA should meet the expected specification (10-bit linearity for the gain from 1 to 2), the safety margin of the variable gain region must be enlarged. At the same time, the first and the last $G_m$ cell are not in use because their contribution to distortion cannot be canceled by the other $G_m$ cells.
Appendix A

Harmonic Distortion and Predistortion

This appendix is the summary of [11, Chapter 4]. It is talking about the relationship between the harmonic distortion and the harmonic predistortion. The equations for converting their coefficients are given at the end.

For a SISO nonlinear system, if its transfer function is a bijective mapping,\(^1\) it can be written as

\[
\Delta y = f(\Delta x) \quad \text{and} \quad \Delta x = g(\Delta y) = f^{-1}(\Delta y), \tag{A.1}
\]

where \(\Delta y\) and \(\Delta x\) are output and input, respectively.

When the transfer functions are rewritten in power series,

\[
\Delta y = a_1 \Delta x + a_2 \Delta x^2 + a_3 \Delta x^3 + a_4 \Delta x^4 + a_5 \Delta x^5 + \cdots, \tag{A.2}
\]

\[
\Delta x = b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots. \tag{A.3}
\]

For a linear system, \(\Delta y = a_1 \Delta x\) or \(\Delta x = b_1 \Delta y = \Delta y/a_1\). The others terms are unwanted. \((a_2, a_3, a_4, a_5, \ldots)\) and \((b_2, b_3, b_4, b_5, \ldots)\) are classified as the distortion and the predistortion coefficients, respectively.

For simplicity, the harmonic distortion is defined in terms of the unwanted output

\(^1\) A bijective mapped transfer function is restricted to its mathematical operation. It does not mean that the input and the output of the system are reversible.
harmonics produced when a circuit is driven by a pure sinusoidal input signal. The harmonic predistortion measures the proportion of all harmonics must be added to predistort the input signal \( x = x_0 + p_x \cos \omega t \) to produce a pure sinusoidal output signal with a DC offset.

In some cases, the transfer function of a system can be expressed as (A.3) instead of (A.2). This is a general problem of reverting a power series mathematically.

We substitute (A.3) into (A.2),

\[
\Delta y = a_1(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots) \\
+ a_2(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots)^2 \\
+ a_3(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots)^3 \\
+ a_4(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots)^4 \\
+ a_5(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots)^5 \\
+ \cdots,
\]

\[
= a_1(b_1 \Delta y + b_2 \Delta y^2 + b_3 \Delta y^3 + b_4 \Delta y^4 + b_5 \Delta y^5 + \cdots) \\
+ a_2[b_1^2 \Delta y^2 + 2b_1b_2 \Delta y^3 + (2b_1b_3 + b_2^3) \Delta y^4 + (2b_1b_4 + 2b_2b_3) \Delta y^5 + \cdots] \\
+ a_3[b_1^3 \Delta y^3 + 3b_1^2b_2 \Delta y^4 + (3b_1^2b_3 + 3b_1b_2^2) \Delta y^5 + \cdots] \\
+ a_4[b_1^4 \Delta y^4 + 4b_1^3b_2 \Delta y^5 + \cdots] \\
+ a_5[b_1^5 \Delta y^5 + \cdots] + \cdots,
\]

\[
= \Delta y(a_1b_1) \\
+ \Delta y^2(a_1b_2 + a_2b_1^2) \\
+ \Delta y^3(a_1b_3 + 2a_2b_1b_2 + a_3b_1^3) \\
+ \Delta y^4(a_1b_4 + 2a_2b_1b_3 + a_2b_2^2 + 3a_3b_1^2b_2 + a_4b_1^4) \\
+ \Delta y^5(a_1b_5 + 2a_2b_1b_4 + 2a_2b_2b_3 + 3a_3b_1^2b_3 + 3a_3b_1b_2^2 + 4a_4b_1^3b_2 + a_5b_5^5) \\
+ \cdots. \quad (A.4)
\]

If we compare the coefficients on L.H.S. and R.H.S.,

\[
1 = a_1 b_1, \\
0 = a_1 b_2 + a_2 b_1^2,
\]
\[ 0 = a_1 b_3 + 2a_2 b_1 b_2 + a_3 b_1^3, \]  
(A.5)

\[ 0 = a_1 b_4 + 2a_2 b_1 b_3 + a_2 b_2^2 + 3a_3 b_1^2 b_2 + a_4 b_1^4, \]

\[ 0 = a_1 b_5 + 2a_2 b_1 b_4 + 2a_2 b_2 b_3 + 3a_3 b_1^2 b_3 + 3a_3 b_1 b_2^2 + 4a_4 b_1^3 b_2 + a_5 b_1^5. \]

After solving the system equations of (A.5),\(^2\)

\[ a_1 = \frac{1}{b_1}, \]

\[ a_2 = -\frac{b_2}{b_1^2}, \]

\[ a_3 = \frac{2b_2^2 - b_1 b_3}{b_1^5}, \]  
(A.6)

\[ a_4 = -\frac{b_1^2 b_4 + 5b_1 b_2 b_3 - 5b_2^3}{b_1^7}, \]

\[ a_5 = \frac{-b_1^3 b_5 + 6b_1^2 b_2 b_4 + 3b_1^2 b_3^2 - 21b_1 b_2^2 b_3 + 14b_2^4}{b_1^9}. \]

If the system is a fully differential design, all the coefficients of the even power term \((b_2, b_4, \ldots)\) would be attenuated or they are equal to zero. (A.6) are modified to be

\[ a_1 = \frac{1}{b_1}, \]

\[ a_3 = -\frac{b_3}{b_1^4}, \]  
(A.7)

\[ a_5 = \frac{-b_1 b_5 + 3b_2^2}{b_1^7}, \]

\[ a_{2i} = 0 \text{ where } i \text{ is a positive integer.} \]

The above equations demonstrate that the conversion between the coefficients in (A.2) and (A.3) is possible under the bijective mapping condition.

\(^2\) The following simple identity can be used to verify (A.6).

\[ 1 + y = \sqrt{1 + x}, \]

where

\[ \sqrt{1 + x} = 1 + \frac{1}{2} x - \frac{1}{8} x^2 + \frac{1}{16} x^3 - \frac{5}{128} x^4 + \frac{7}{256} x^5 + \cdots, \]

\[ (1 + y)^2 = 1 + 2y + y^2. \]
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