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ABSTRACT

Dialogue systems are attracting more and more attention recently. Dialogue systems can be categorized into open-domain dialogue systems and task-oriented dialogue systems. Task-oriented dialogue systems are designed to help users finish a specific task, and there are four modules, namely the spoken language understanding module, the dialogue state tracking module, the dialogue policy module, and the natural language generation module. One of the most important modules is the dialogue policy module, which aims to choose the best reply according to the dialogue context. In this thesis, we focus on the dialogue policy of task-oriented dialogue systems.

Reinforcement learning is usually used in the dialogue policy. However, traditional reinforcement learning algorithms rely heavily on a large number of training data and accurate reward signals. Transfer learning can leverage knowledge from a source domain and improve the performance of a model in the target domain with little target domain data. However, traditional transfer learning methods focus on supervised learning setting, and they cannot handle knowledge transfer in reinforcement setting since they do not consider the states. Transfer reinforcement learning (TRL) aims to transfer dialogue policy knowledge across different domains. In the target domain, the state and action can be aligned to the source domain state and action, so the dialogue policy can be transferred from the source domain to the target domain.

The key to transfer reinforcement learning is learning to build the mapping between the source and the target domains, and transfer only domain independent common knowledge while minimiz-
ing the negative transfer caused by the domain-dependent knowledge. In this thesis, we propose a unified framework for transfer reinforcement learning problems in task-oriented dialogue systems, including 1) How to transfer dialogue policies across different users with different preferences in personalized task-oriented dialogue system? 2) How to transfer fine-granularity common knowledge when the common knowledge is mixed with the domain-dependent knowledge? 3) How to transfer dialogue policies across dialogue systems built with different sets of speech-acts and slots? We will use both large-scale simulations and large-scale real-world datasets to valid this research. The thesis will also discuss the latest progress in the field and point out some future directions for future investigation.
CHAPTER 1

INTRODUCTION

Dialogue systems can communicate with people via natural language speeches or text sentences. Reinforcement learning is widely used to model the dialogue policy in task-oriented dialogue systems. However, there is not enough training data to train a dialogue policy in many real-world situations, due to the privacy issue and the high annotation cost. Traditional transfer learning methods can only work on supervised learning problems, and they could not deal with reinforcement learning problems that have different state spaces, action spaces, state transition probabilities and reward functions.

In this thesis, we focus on the transfer reinforcement learning (TRL) problems in task-oriented dialogue systems. Transfer reinforcement learning seeks to leverage the knowledge in a source domain to help to build a policy in a target domain. Compared with traditional transfer learning, the transfer reinforcement learning problems are more general, since they have to consider the cross-domain state mapping, action mapping, transition function mapping and reward function mapping.

1.1 Motivation

Dialogue systems can communicate with people via natural language speeches or text sentences. There are many applications of dialogue systems, including but not limited to daily chatting, customer services, answering knowledge related questions via internet searching or database searching and guiding a user to finish specific tasks. Dialogue systems can be classified into two classes: open-domain dialogue systems [114, 32, 119, 77, 98] and task-oriented dialogue systems [76, 184, 169, 166, 177]. Open-domain dialogue systems do not limit the dialogue topic to a specific domain, and typically they do not have a clear dialogue goal. Typical open-domain dialogue systems include the Xiaoice from Microsoft, an example is shown in Figure 1.1(a). Task-oriented dialogue systems aim to solve a specific task via dialogues, typical task-oriented dialogue systems include Amazon Alexa, Google Home, etc. An example task-oriented dialogue is shown in Figure 1.1(b).

In this thesis, we focus on the dialogue systems which aim to assist users to finish a task such as ordering a cup of coffee.
Reinforcement learning \cite{135} aims to train an agent to perform a series of actions under different states, with the goal of maximizing the total reward. Compared with supervised learning, reinforcement learning is different since there is no ground-truth action label for each state, and the agent can only learn from the total reward signal. For example, the latest AlphaGo Zero can learn to play Go by being told whether it wins or not, without a teacher telling it the correct action at each time. Figure 1.2 shows that AlphaGo beats the human champion.

Reinforcement learning is widely used to model dialogue policy in task-oriented dialogue systems \cite{14, 76, 152, 125, 184}. Dialogue reinforcement learning is different from other reinforcement learning problems in the following ways. Firstly, unlike chess and Go, dialogues do not have a clear ground-truth state space. Secondly, unlike some physical control system, the transition model of a dialogue is unknown. Thirdly, unlike some UAV control systems that have a fixed number of control signal, the number of possible reply sentences of a dialogue system is not enumerable. Finally, a dialogue has the natural ambiguity of a language. The meaning of a word in a sentence is conditional on its context and the same word might have completely different meanings. And the same meaning can also be expressed via different sentences in many different ways. Due to these unique characteristics of dialogue systems, training a dialogue policy requires a lot of training data.

However, there is no enough training data to train a dialogue policy in many real-world situ-

![Figure 1.1: Dialogue Systems.](image-url)
ations, due to the privacy issue and the high annotation cost. For example, if we want to build a dialogue system for a new task such as the online coffee ordering, there is only little data in this new domain and it is very difficult to collect a large number of data before the dialogue system goes online. If we want to build a personalized dialogue system for each customer, it is typically impossible to collect a large number of dialogue data from a single customer.

Figure 1.3: Transfer Reinforcement Learning for Task-oriented Dialogue Systems.

Transfer learning [102] can leverage knowledge from a source domain to effectively learn a model in a target domain with little training data. However, the traditional transfer learning can only work on supervised learning problems, and it could not deal with reinforcement learning problems that have different state spaces, action spaces, state transition probabilities and the reward functions.

Transfer reinforcement learning (TRL) seeks to leverage the knowledge in a source domain to
help to build a policy in the target domain. Compared with the traditional transfer learning, the transfer reinforcement learning problems [141] is more general, since it has to consider the cross-domain state mapping, action mapping, transition function mapping and reward function mapping. The differences of between transfer learning, reinforcement learning and transfer reinforcement learning are listed in Table 1.1.

<table>
<thead>
<tr>
<th></th>
<th>No States</th>
<th>Have States</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Transfer</td>
<td>Supervised Learning</td>
<td>Reinforcement Learning</td>
</tr>
<tr>
<td>Transfer</td>
<td>Traditional Transfer Learning</td>
<td>Transfer Reinforcement Learning</td>
</tr>
</tbody>
</table>

Transfer Reinforcement Learning problem for task-oriented dialogue systems is an important problem. As shown in Figure 1.3, it aims to build a dialogue system with only a few in-domain dialogue data and a lot of dialogue data in another domain. For example, if we want to build a personalized coffee ordering dialogue system for each user, but the data collected from each user is not sufficient for building a whole dialogue system. Due to the difference of customer preferences, naively sharing training dialogues across users might have a risk of personal information leakage, and it might have a negative impact on the system performance. How can we safely transfer dialogue policies across different users? Another example, when building a new hotel booking dialogue system, if we have only a small number of hotel booking dialogues, but we have a lot of restaurant booking dialogues from another dialogue system, how can we transfer knowledge across different domains and across different systems? In summary, it boils down to the question: how can we transfer dialogue policies across different users, domains, and systems?

1.2 Problem Description

In this section, we firstly define the concepts in task-oriented dialogue systems, then formulate the problem of transfer reinforcement learning in the task-oriented dialogue system, finally we will introduce the framework we use to address the research objectives above.

In this thesis, matrices are denoted in the bold capital case, column vectors are in bold lower case, scalars are in lower case.

A user utterance is denoted by $X$ and an agent response is denoted by $Y$. A dialogue is denoted by $\{X_n, Y_n\}_{i=1}^{N}$, where $n$ denotes the $n$-th turn and $N$ is the number of dialogue turns in
Table 1.2: Notation Definition

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^s$ = ${{X^{s}_n, Y^{s}_n, r^{s}<em>n}</em>{n=1}^N}$</td>
<td>Source Dialogues</td>
<td>$D^t$ = ${{X^{t}_n, Y^{t}_n, r^{t}<em>n}</em>{n=1}^N}$</td>
<td>Target Dialogues</td>
</tr>
<tr>
<td>$X^s$</td>
<td>Source User Utterance</td>
<td>$X^t$</td>
<td>Target User Utterance</td>
</tr>
<tr>
<td>$Y^s$</td>
<td>Source Agent Reply</td>
<td>$Y^t$</td>
<td>Target Agent Reply</td>
</tr>
<tr>
<td>$H^s = {{X^{s}_j, Y^{s}<em>j}</em>{j=1}^{n-1}, X^{s}_n}$</td>
<td>Dialogue Context/State for the $n$-th turn in Source</td>
<td>$H^t = {{X^{t}_j, Y^{t}<em>j}</em>{j=1}^{n-1}, X^{t}_n}$</td>
<td>Dialogue Context/State for the $n$-th turn in Target</td>
</tr>
<tr>
<td>$A^s$</td>
<td>Source Speech-act</td>
<td>$A^t$</td>
<td>Target Speech-act</td>
</tr>
<tr>
<td>$S^s$</td>
<td>Source Slot Set</td>
<td>$S^t$</td>
<td>Target Slot Set</td>
</tr>
<tr>
<td>$V^s$</td>
<td>Source Slot Value Set</td>
<td>$V^t$</td>
<td>Target Slot Value Set</td>
</tr>
<tr>
<td>$\pi^s : H^s_n \mapsto Y^s_n$</td>
<td>Source Dialogue Policy</td>
<td>$\pi^t : H^t_n \mapsto Y^t_n$</td>
<td>Target Dialogue Policy</td>
</tr>
</tbody>
</table>

The dialogue context for generating the $n$-th agent reply $Y_n$ is denoted by $H_n = \{X_j, Y_j\}_{j=1}^{n-1}, X_n\}$. A dialogue dataset is denoted by $\mathcal{D} = \{\{X_n, Y_n, r_n\}_{n=1}^N\}$, where $r_n$ is the immediate reward in the $n$-th turn.

A speech-act $[1]$ is a symbol representing a specific intent of a sentence in the dialogue, and we denote the set of all speech-acts in a domain by $A = \{a_1, a_2, \cdots\}$, where $a_i$ is a speech-act. A slot is a piece of information related to the dialogue domain, and we denote the set of all slots in a domain by $S = \{s_1, s_2, \cdots\}$, where $s_i$ is a specific slot. A slot-value $v_j$ is a specific value for a slot $s_i$, and we use $V_{s_i}$ to denote the set of all possible slot values for slot $s_i$. For example, the user utterance “I want a cup of latte” can be represented by a speech-act $a = \text{Inform}$, a slot $s = \text{Coffee}$ and a slot value $v = \text{Latte}$.

The reinforcement learning problem in dialogue system can be modelled with Markov decision process. A state corresponds to a dialogue context, and it is also denoted by $H_n$. The state space can also be real value space, which can be either designed or learned. If the dialogue task is episodic, there is an initial dialogue state $H_0$ and a final dialogue state $H_f$. An action corresponds to an agent reply, and it is denoted by $Y_n$ as well. After the user responds $X_{n+1}$ to the last agent response $Y_n$, the dialogue transits to a new dialogue state $H_{n+1}$, and this is the transition function $H_n \times X_{n+1} \times Y_n \mapsto H_{n+1}$. The transition function is non-deterministic because the user’s reply is somehow non-deterministic. The reward function $H_n \mapsto r_n$ maps a dialogue state $H_n$ to a reward scalar $r_n$ which is the immediate reward for reaching a dialogue state. A dialogue policy $\pi : H_n \mapsto Y_n$ defines how to generate an agent response in each dialogue state. The success of
A dialogue policy is determined by how well it can maximize the reward function in each episode under the dialogue policy $\pi$. The dialogue policy can be represented by a Q-function $Q(H_n, Y_n)$, which returns the expected cumulative reward if we take action $Y_n$ at state $H_n$ and then follow the dialogue policy $\pi$.

![Coffee Shopping Dialogue](image)

**Figure 1.4**: The problem of Transfer Reinforcement Learning in Task-oriented dialogue system.

The transfer reinforcement learning problem in task-oriented dialogue systems aims to transfer a dialogue policy from a source domain to a target domain, as illustrated in Figure 1.4. The inputs of the problems are

1. Abundant source domain dialogue data $\mathcal{D}^s = \{\{X^s_n, Y^s_n, r^s_n\}_{n=1}^N\}$.
2. Abundant target domain dialogue data $\mathcal{D}^t = \{\{X^t_n, Y^t_n, r^t_n\}_{n=1}^N\}$.

The output of the problem is

1. A dialogue policy $\pi^t$ in the target domain.

### 1.3 Research Challenges

Transfer reinforcement learning problems for task-oriented dialogue systems have several unique challenges.

1. Firstly, different persons have different preferences. In personalized dialogue systems, the agent replies are specially personalized to make the dialogue more concise and convenient for the user. However, different users have different preferences, so different users might
respond differently to a suggestion. For example, for the suggestion “Would you like a cup of latte today?”, Alice might say yes because she loves latte but Bob might refuse because he loves black coffee. The different user preferences lead to different data distributions, so the training data cannot be naively shared across different users. Improper transfer learning techniques might lead to a personal information leakage and a bad dialogue policy. For example, the system might suggest Alice’s private address and phone number to Bob, causing a personal information leakage, and Bob might be irritated if the system keeps making wrong suggestions.

2. Secondly, useful common knowledge might be mixed with personal information. In an end-to-end personalized dialogue system, the appropriate dialogue replies for two different users might be very similar except for a small part, for example, “Would you like a cup of latte?” for Alice and “Would you like a cup of black coffee?” for Bob. Current existing transfer learning techniques can only transfer coarse granularity knowledge on the sentence level, i.e., it can either transfer a training dialogue sentence or transfer nothing at all. However, only a common part of the whole sentence should be transferred. How to transfer the common part of a sentence while keeping the personal part untouched remains a big challenge.

3. Thirdly, different domains have different slots. Slots are the information related to a specific domain, for example for the coffee ordering domain, possible slots might include the type of coffee, the temperature, and the cup size. Different domains might have a different set of slots, for example, the restaurant booking domain and the hotel booking domain have different slots. However, it is intuitively easy for a human to transfer restaurant booking experience to hotel booking domain since the high-level pattern of service is similar across different domains. How to transfer dialogue policies across different domains with different slots is a big challenge.

4. Finally, different dialogue systems might have different speech-acts. Many dialogue systems use speech-acts in task-oriented dialogue systems. However, different dialogue system might be built with different sets of speech-acts, since speech-acts are only symbols representing dialogue intents. For example, a company might use the symbol “inform” to indicate the user is telling the system some useful information, but another company might use the symbol “tell” or even “act1” to indicate this meaning. Due to the differences of speech-act symbols and an unknown cross-domain speech-act mapping relationship, dialogue policies can not be transferred across dialogue systems with different speech-acts.
In this thesis, we study the problem of transfer reinforcement learning in task-oriented dialogue systems.

1.4 Contributions: The Unified TRL Model

To solve the challenges stated in the introduction, we propose to model the target policy with a Q-function consist of two parts. The first part of the Q-function corresponds to the transferable common dialogue policy, which can be shared across the source and target tasks. The second part of the Q-function models the domain-dependent factors of the dialogue policy. In order to allow a flexible switch between general model and personal model, the factor of the common Q-function and the personal Q-function should be modelled as a function of the dialogue state. In order to allow dialogue policy transfer across different domains with different slots and speech-acts, the common dialogue policy part would have a translation function that can translate the target domain states and target domain actions to the source domain states and source domain actions. The unified model can be formulated as

$$ Q^t(H^t, Y^t) = (1 - O^p(H^t))Q_g(f(H^t), f(Y^t)) + O^p(H^t)Q_p(H^t, Y^t), $$

where $Q_g()$ is the domain-independent common Q-function, $Q_p()$ is the domain-dependent Q-function, $O^p()$ is the weighting factor of the domain-dependent Q-function $Q_p()$, and $f()$ is a cross-domain mapping function that translate the target domain state $H^t$ and action $Y^t$ to the corresponding source domain state and action. For the research problems mentioned above, we can have a specific model specified for each problem based on the unified model. And we summarize the key contributions as follows:

1. In order to avoid the possible negative transfer caused by transferring knowledge across different persons with different preferences, we propose the system “PETAL”, to separate the common dialogue state model from the personal preferences model. In the traditional rule-based dialogue system, the dialogue states, system speech-acts and the user speech-acts have to be manually defined, and it is difficult to reuse the system when the dialogue states and speech-acts are hard to define. In personalized task-oriented dialogue systems, the data collected from each user is usually insufficient for training a traditional learning-based dialogue system. A personalized dialogue system trained on a small dataset is likely to fail on unseen but common dialogues due to the overfitting. Traditional transfer learning dialogue systems transfer dialogue data across users with different preferences, but they do not model
the difference between different users. As a result, the transferred policy might harm the performance of the personalized dialogue systems in the target domain, like making wrong recommendations. The proposed transfer learning dialogue system, PETAL system, does not require a manually-defined ground-truth state space and it can model the personalized future expected reward. It can transfer the common dialogue policy across users with different preferences and avoid the negative transfer. The transfer reinforcement learning personal model can be formulated as

$$Q_t(H^t, Y^t) = Q_g(H^t, Y^t) + w_p Q_p(H^t, Y^t),$$  \hspace{1cm} (1.2)$$

where $Q_g()$ is the shared common Q-function for all users, $Q_p()$ is the personalized factor for each user and $w_p$ is a learned personal weight factor. The general Q-function $Q_g()$ is shared across all users, while the personal Q-function $Q_p()$ learns the personal preference of each user.

2. In order to transfer more fine-granularity phrase-level dialogue knowledge and avoid the negative transfer caused by different preferences of different persons, we propose a fine-granularity end-to-end personalized dialogue policy transfer model. Although traditional multi-tasking can be used to transfer dialogue knowledge across different users by sharing training dialogues, current neural network transfer models work on the entire sentence. However, the phrases concerning personal information from different users should not be transferred across users at all, for it might cause a personal information leakage and negative transfer. For example, an address from one user might be mistakenly used to make suggestions to another user. In this thesis, we propose a personalized decoder that can transfer shared phrase-level knowledge between different users while keeping the personalized information of each user intact. A novel personal control gate is introduced, enabling the personalized decoder to switch between generating the personalized phrases and the shared phrases. The proposed personalized decoder model can be easily combined with various deep models and can be trained with reinforcement learning. The fine-granularity end-to-end personalized dialogue policy model is formulated as

$$Q_t(H^t, Y^t) = (1 - O_p(H^t)) Q_g(H^t, Y^t) + O_p(H^t) Q_p(H^t, Y^t),$$  \hspace{1cm} (1.3)$$

where $Q_g()$ is the general Q-function that can generate common phrases, $Q_p()$ is the personal Q-function that can generate phrases according to the personal preference, and $O_p(H^t)$ is the fine-granularity control gate function that decides which model to use based on the current dialogue context.
3. In order to transfer dialogue policies across domains with different slots and different speech-acts, we propose a dialogue policy transfer model “PROMISE” that can simultaneously transfer across different speech-acts and slots without additional database information. Existing cross-domain dialogue policy transfer models cannot transfer across domains with different speech-acts, and the slot-mapping matrix is either based on common slots or built with human heuristic and requires the access of the full database. However, in many situations there might not be any common slots and the full database access might not be available, so the existing methods can only be used in limited situations. The proposed PROMISE model can learn to align different speech-acts and slots automatically at the same time, and it does not require common slots or full database access, and it is a learning-based method which does not depend on human heuristic. The cross-domain transfer dialogue policy is formulated as

\[ Q^t(H^t, Y^t) = Q^s(f(H^t), f(Y^t)), \]

where \( Q^t() \) is the Q-function in the target domain, \( Q^s() \) is the Q-function in the source domain and \( f() \) is a learned cross-domain mapping function that can map the target domain state and action to the source domain. \( Q^s() \) is trained on abundant data in the source domain so it is sufficiently good. With the learned cross-domain slot mapping and speech-act mapping matrix, the source policy can be transferred to the target domain. The core problem is to design a learning algorithm to learn the cross-domain mapping function \( f() \).

1.5 Thesis Organization

The thesis is organized into eight chapters as shown in Figure 1.5. In Chapter 1, we introduce the motivation of the transfer reinforcement learning problem in task-oriented dialogue systems, we also give a problem overview, the key challenges and our contributions in this thesis. In Chapter 2, we briefly review the related works in reinforcement learning and transfer learning, and then introduce previous works in the transfer reinforcement learning problem. We summarize a few most related works of transfer reinforcement learning in task-oriented dialogue systems. In Chapter 3, we give a detailed survey of the task-oriented dialogue system. We will introduce the components in typical modular task-oriented dialogue systems and the end-to-end task-oriented dialogue systems, we will also review previous transfer learning works in task-oriented dialogue systems. In Chapter 4, we formulate the problem of transferring common dialogue structure across different users in a personalized task-oriented dialogue system, and we propose the PErsontalized Task-oriented diALogue (PETAL) model for this problem. In Chapter 5, we formulate the problem of transfer-
ring fine-granularity knowledge in a personalized task-oriented dialogue system, and we propose a personalized decoder model for this problem. In Chapter 6, we formulate the problem of transferring dialogue policy across different domains, and we propose the Policy tRansfer across dOMaIns and SpEech-acts (PROMISE) model to solve this problem. In Chapter 7, we summarize the above models and propose a unified transfer reinforcement learning model, and we show how to learn the unified model under different settings with different granularities. In Chapter 8, we conclude the thesis by summarizing the contributions of this thesis, and we also point out some promising future directions.

Figure 1.5: The organization of this thesis.
CHAPTER 2

RELATED WORK PART 1: TRANSFER REINFORCEMENT LEARNING

In this section, we briefly introduce the related works in reinforcement learning, transfer learning and reinforcement transfer learning. We also systematically review the related works of transfer reinforcement learning in task-oriented dialogue systems, and show the relationship between our works and the existing works.

2.1 Reinforcement Learning

Reinforcement learning [135] aims to train an agent to perform a series of actions under different states, with the goal of maximizing the total reward. Compared with supervised learning, reinforcement learning is different since there is no ground-truth action label for each state, so the agent can only learn from the total reward signal. After the agent performs a task, it will receive a reward signal related to the performance of this agent, and the agent is expected to learn from this feedback reward. The reward might include a success reward indicating whether the task is successfully completed and a negative step reward reflecting the cost of taking each action. By maximizing the reward, the agent can learn a policy to complete the task with the least cost. There are a lot of applications of reinforcement learning, such as robotics control, drone control, dialogue system, game playing, etc. Without the need for ground-truth labels on each state, reinforcement learning agents have the potential to perform better than any human. Recent progress shows that reinforcement learning agents can learn to play various games better than human beings. For example, the latest AlphaGo Zero can learn to play Go by being told whether it wins or not, without a teacher telling it the correct action at each step.

Reinforcement learning is widely used to model dialogue policies in task-oriented dialogue systems. A popular way to model dialogue management module is the Markov Decision Process (MDP) [14, 76, 152, 125]. The dialogue manager is modelled as a system that tries to achieve a goal through a series of interaction with the user. The information about the current dialogue situation is modelled with a state, and the system can choose the optimal system action, then the next dialogue state depends only on the current state and the action taken by the system, which
follows Markov assumption. In some situations, due to possible typo and speech recognition er-
ror, the dialogue action and the current state of the system can not be fully determined. Partially Obser-
vable Markov Decision Process (POMDP) \[184\] is used to model the dialogue policy. At each step, instead of tracking the ground-truth dialogue state, the POMDP system keeps track of a probability distribution on all possible dialogue states. The probability distribution of all possible dialogue states is called the belief state. The belief state is assumed to follow Markov assumption, which means the next belief state depends only on the current belief state and the action taken. The POMDP policy will decide the best system action based on the current belief state instead of the true state. Actually, POMDP can be modelled by an MDP in the belief state space.

Dialogue reinforcement learning is different from other reinforcement learning problems in the following ways. Firstly, unlike chess and Go, dialogues do not have a clear ground-truth state space. Secondly, unlike some physical control system, the transition model of a dialogue is unknown. Thirdly, unlike some UAV control systems that have a fixed number of control signals, the number of possible reply sentences of a dialogue system is not enumerable. Finally, dialogues have the natural ambiguity of a language. The meaning of a word in a sentence is conditional on its context and the same word might have completely different meanings. And the same meaning can also be expressed via different sentences in many different ways. Due to these unique characteristics of the dialogue systems, training a dialogue policy requires a lot of training data.

### 2.1.1 Q-learning

Q-learning \[161\] is a popular model-free reinforcement learning algorithm used in value-function based reinforcement learning model. Usually, the policy will be modelled with a action-value function call Q-function, which is defined as the expected return starting from state \(H\), taking action \(Y\), and then following policy \(\pi\) by

\[
Q(H_n, Y_n) = \mathbb{E}\left(\sum_{k=0}^{\infty} \gamma^k r_{n+k}|H_n, Y_n\right).
\]

In the batch training setting which does not require exploration, the policy can be specified by

\[
Y = \arg\max_{Y'} Q(H, Y').
\]

According to the bellman equation \[11\], an optimal Q-function should satisfy the following equation

\[
Q(H_n, Y_n) = r_n + \max_{Y'} \lambda Q(H_{n+1}, Y') - Q(H_n, Y_n),
\]
where $H_n$ is a state, $Y_n$ is an action, $r_n$ is an immediate reward received after taking action $Y_n$, and $H_{n+1}$ is the next system state. The bellman equation implies the training objective of Q-learning, and Q-learning updates the Q-function by

$$Q(H_n, Y_n) \leftarrow Q(H_n, Y_n) + \alpha (r_n + \max_{Y'} \lambda Q(H_{n+1}, Y') - Q(H_n, Y_n)),$$

where the $< H_n, Y_n, r_n, H_{n+1} >$ is a training trajectory.

### 2.1.2 Gaussian Process Reinforcement Learning

If Gaussian process is used to model the Q-function, then we will have to use the Gaussian process reinforcement learning. Gaussian process \cite{41, 33} is non-parametric and can avoid the limitation when the solution is constraint by the human-chosen basis. The Q-function is formulated by

$$Q^\pi(H, Y) \sim \mathcal{GP}(m(H, Y), k((H, Y), (H, Y)))$$  \hspace{1cm} (2.2)

where $H$ is the state, $Y$ is the action, $m(H, Y)$ is the prior mean function and $k((H, Y), (H', Y'))$ is the kernel function. The kernel function $k((H, Y), (H', Y'))$ can be factorized into separate kernels over state space and action space by

$$k((H, Y), (H', Y')) = k_s(H, H')k_a(Y, Y').$$

The prediction process is as follows. Given training state-action sequences

$$\mathbf{B} = [(H_0, Y_0), \cdots, (H_n, Y_n)]^T$$

and the corresponding immediate rewards

$$\mathbf{r} = [r_0, \cdots, r_n]^T,$$

the $Q^\pi(H, Y)$ for any state-action pair $(H, Y)$ is given by

$$Q(H, Y)|\mathbf{B}, \mathbf{r} \sim \mathcal{N}(\bar{Q}(H, Y), \text{cov}((H, Y)(H, Y))),$$

where the posterior mean is given by

$$\bar{Q}(H, Y) = k(H, Y)^T\mathbf{H}^T(\mathbf{HH}^T + \sigma^2 \mathbf{HH}^T)^{-1}(\mathbf{r} - \mathbf{m}),$$  \hspace{1cm} (2.3)

and the covariance is given by

$$\text{cov}((H, Y), (H, Y)) = k((H, Y), (H, Y)) - k(H, Y)^T\mathbf{H}^T(\mathbf{HH}^T + \sigma^2 \mathbf{HH}^T)^{-1}\mathbf{H}k(H, Y),$$  \hspace{1cm} (2.4)
where \( \mathbf{m} = [m(H_0, Y_0), \ldots, m(H_n, Y_n)]^T \), \( \mathbf{k}(H, Y) = [k((H_0, Y_0), (H, Y)), \ldots, k((H_n, Y_n), (H, Y))]^T \), \( \mathbf{K} \) is the Gram Matrix [109], \( \mathbf{H} \) is the band matrix with diagonal \([1, -\gamma]\), and \( \sigma^2 \) is an additive noise factor controlling the variability in the Q-function.

Gaussian process Q-learning is a powerful non-parametric model, and it can void the limitation of a human-selected basis. It can be trained with less training samples. However, Gaussian process-based models have very high computational complexity and can only process small datasets.

### 2.2 Transfer Learning

Transfer learning [102] can leverage the knowledge from a source domain to effectively learn a model in a target domain with little training data. With the transferred knowledge, the transfer target model can achieve better performance with the same amount of target training data, or achieve the same level of performance with less amount of target training data or less training time. From the perspective of features and labels, transfer learning can be used to transfer knowledge across domains with different feature distributions, different feature sets, and different labels. Homogeneous transfer learning aims to transfer across domains with the same feature space, but with different feature distributions, e.g., from book reviews to movie reviews, from sketches to real images. Heterogeneous transfer learning studies the problem of knowledge transfer across domains with different feature sets, e.g., from movie posters to movie reviews. From the perspective of the transferred knowledge, transfer learning can be categorized into instance-based, feature-based and model-based transfer learning. Instance-based transfer learning transfers data instances across tasks, feature-based transfer learning learns a feature mapping from a source domain to a target domain, and model-based transfer learning transfers a source model to the target domain. The applications of transfer learning ranges from image classification [81], semantic classification [43], WiFi localization [55], recommendation systems [103] and more.

However, traditional transfer learning can only work on supervised learning problems, and it could not deal with reinforcement learning problems that have different states. In the supervised transfer learning problems, the major domain differences are features and labels, while in the reinforcement learning problems, there could be possible domain differences in state spaces, action spaces, state transition probabilities, and the reward functions. Building a cross-domain mapping requires learning the state mapping, the action mapping, the transition mapping and the reward mapping simultaneously, which is much more difficult.
2.3 Transfer Reinforcement Learning

Transfer reinforcement learning seeks to leverage the knowledge in a source domain to help to build a policy in a target domain. Compared with the traditional transfer learning, the transfer reinforcement learning [141] is more general, since it has to consider the cross-domain state mapping, action mapping, transition function mapping and reward function mapping. For a detailed survey of transfer reinforcement learning, please refer to [141]. The differences between transfer learning, reinforcement learning, and transfer reinforcement learning are listed in the Table 1.1. Note that the term task and domain can be used interchangeably.

From the perspective of state space, action space, transition function, reward function and the availability of cross-domain mapping, transfer reinforcement learning techniques can be classified into the following categories.

1. Same state space and action space. In this setting, the source task and the target task have the same state space and action space, or the source task and the target task are formulated such that they have the same abstracted state space and action space.

2. Different state variable and actions with inter-task mapping. In this setting, the source task and target task do not have the same state space or action space, but a cross-domain mapping is provided as input.

3. Learning inter-task mapping. The source and target tasks have different state spaces and action spaces, and the inter-task mapping is not provided. In order to achieve knowledge transfer, an effective cross-domain mapping has to be learned first.

From the perspective of the transferred knowledge, transfer reinforcement learning techniques can be classified into the following categories.

1. In value function transfer, the value function is transferred from the source domains to the target domain, and this is the most straight-forward way. The assumption is that source and target domains have similar value functions.

2. In policy transfer, the policy is transferred from the source domains to the target domain. Different from the value function transfer which transfers Q-value, policy transfer directly transfers the selected action under a certain state and it is invariant to the scale of the value function. The assumption is that the source policy and target policy are similar in some way.
3. In option transfer, the options (policies for sub-tasks) are transferred from the source domains to the target domain. The assumption is that there are some common sub-tasks between the source domains and the target domain.

4. In instance transfer, some data trajectories are transferred from the source domains to the target domain. The assumption is that the state transition functions and reward functions in the source and target domains have some local similarities.

2.3.1 Transferability: the Similarity between Domains

In this section, we review some related works on measuring the similarity between MDPs in reinforcement learning domains/tasks. Measuring domain similarity is a core problem in transfer learning, it helps the user to decide whether it is suitable to perform transfer learning from a source domain to a certain target domain, and it is the key for source domain selection in the multi-source transfer learning problem.

There are four major categories of similarity measures between reinforcement learning tasks.

1. Transfer-advantage-based domain similarity methods directly perform the transfer and measure the domain similarity by the performance improvement in the target domain.

2. Feature-based domain similarity methods find a common feature space between the source and target domains and measure the similarity of the transition functions, reward functions or policies in this common feature space.

3. Heuristic-based domain similarity methods compare two domains based on heuristics such as the difference of the transition functions and the reward functions in the source domain and the target domain.

4. Graph-based domain similarity methods project the source and target MDPs into graphs and compute the graph similarity.

Transfer-Advantage-based Domain Similarity

Transfer-advantage-based domain similarity methods directly perform the transfer and measure the domain similarity by the performance improvement in the target domain. Carrol et al. [19] discuss the desirable properties of a task similarity metric, and they conclude that there is no such a single best transfer learning similarity measure for all tasks. They propose four task similarity
measures. The first one is the usefulness of the source policy actually being transferred to the target domain, the second task similarity is the policy overlap in the source and target tasks, the third task similarity is the mean square error of the Q-function in the source and target domains, and the final task similarity measure is the mean square error the expected immediate reward in each corresponding state action pair. Fernández et al. [30] propose to use empirical transfer advantage to measure the similarity of domains. Before each run, a source policy is selected from the source library according to the softmax of the reuse gain score. The reuse gain score of a source policy is defined as the averaged reward gained while exploring the target domain with this source policy.

Transfer-advantage-based domain similarities can most accurately reflect the performance improvement of transfer learning methods. However, the transfer-advantage-based domain similarities are difficult to compute before actually learning the target domain tasks.

**Feature-based Domain Similarity**

Feature-based domain similarity methods aim to find a common feature space between the source and target domains and measure the similarity of the transition functions, reward functions or policies in this common feature space. Konidaris et al. [65, 67] assume tasks are related because all tasks are taken by the same agent. As a result, all tasks share a set of common features, that is the sensor input of this particular agent. They propose the agent-space which is the space expanded by the features of this agent, and then compare MDPs based on their similarities over these related features. In this work, transfer learning takes place through functions defined over these related features in the agent-space. They learn a set of options defined on this agent-space, and then reuse these learned options in future tasks to improve performance. The assumptions of this work hold when all tasks are taken by the same agent, but they are not applicable to tasks that are taken by different agents. And it is hard to define the agent-space automatically in advance. Feature-based domain similarities can be computed before actually conducting the transfer learning experiments.

**Heuristic-based Domain Similarity**

Heuristic-based domain similarity methods compare two domains based on the heuristics such as the difference of the transition functions and the reward functions in the source domain and the target domain.

Lazaric et al. [72] propose to selectively choose samples from source domains and transfer to the target domain. In order to select appropriate source tasks, they propose a task compliance score.
based on the similarity of the reward functions and the state transition functions. In order to select samples from a source task, they propose the sample relevance scores. They propose to transfer the samples that are from a high compliance score source task but are far away from the target domain, since these samples might contain information about the unexplored region in the target domain.

Ammar et al. [2] propose to measure the distance between MDPs by measuring the difference between the transition functions of two MDP models. They use a Restricted Boltzmann Machine-based model to approximate the transition dynamics of the source MDP, and then they calculate the reconstruction error of this source dynamics model on the target domain data, and the final distance between the source and target domains is measured based on the reconstruction error.

Song et al. [126] propose two metrics for MDP similarities. They firstly define the concept of homogeneous MDPs and extend Fernández’s metrics to the merged graph of two homogeneous MDPs. Then the Kantorovich metric and the Hausdorff metric are used to compute the distances between two MDPs. Kantorovich metric is computationally inefficient, while Hausdorff is more efficient but it might miss out some similar MDPs due to outliers.

For any state \( H, H' \) in the same MDP, their distance \( d(H, H') \) is defined as

\[
d(H, H') = \max_{Y} \{ |r_Y^H - r_Y^{H'}| + c T_K(d)(P_Y^H, P_Y^{H'}) \},
\]

where \( c \in (0, 1) \), \( P_Y^H \) (resp. \( P_Y^{H'} \)) is the transition probability when action \( Y \) is taken at state \( H \) (resp. \( H' \)), and \( T_K(d)(P_Y^H, P_Y^{H'}) \) is the Kantorovich distance between the two probabilistic transitions. MDPs are homogeneous if they satisfy the following three conditions. Firstly, the state representations are equivalent, i.e. they have the same state variables. Secondly, there is a one-to-one correspondence between their action spaces. Thirdly, the two MDPs have the same reward when reaching the same sub-goals or goals. For two homogeneous MDP \( M_1 = \{ H_1, Y_1, R_1, P_1 \} \) and \( M_2 = \{ H_2, Y_2, R_2, P_2 \} \), the distance between any state \( H \in M_1 \) and any state \( H' \in M_2 \) is defined as

\[
d'(H, H') = \max_{Y} \{ |(r_1)_Y^H - (r_2)_Y^{H'}| + c T_K(d')(P_1)_Y^H, (P_2)_Y^{H'} \},
\]

where \( (r_1)_Y^H \) (resp. \( (r_2)_Y^{H'} \)) and \( (P_1)_Y^H \) (resp. \( (P_2)_Y^{H'} \)) are the immediate reward and the probability transition function in \( M_1 \) (resp. \( M_2 \)) and \( T_K(d')(P_1)_Y^H, (P_2)_Y^{H'} \) is the Kantorovich distance between the two probabilistic transitions. For two state probabilistic transition functions \( (P_1)_Y^H \) and \( (P_2)_Y^{H'} \) in different MDPs, their Kantorovich distance \( [27] \) is

\[
T_K(d') = \min_{\lambda_{k,t}, k \in [1,|H_1|], t \in [1,|H_2|]} \sum_{k=1}^{|H_1|} \sum_{t=1}^{|H_2|} \lambda_{k,t} d'(H_k, H'_t)
\]
s.t. \( \forall k, \sum_t \lambda_{k,t} = (P_1)^Y_{H_k}, \forall t, \sum_k \lambda_{k,t} = (P_2)^Y_{H't}, \forall k, t, \lambda_{k,t} \geq 0 \), where \( H_k \in \mathcal{H}_1, H_t \in \mathcal{H}_2 \), \( |\mathcal{H}_1| \) represent the number of states in \( M_1 \) and \( |\mathcal{H}_2| \) is the number of states in \( M_2 \).

The Hausdorff metric computes the distance between two subsets of a metric space. It is the largest distance of all the distances from a point in one set to the nearest point in another set. Given two MDPs \( M_1 \) and \( M_2 \), their Hausdorff-metric-based distance is defined as

\[
\Phi(\mathcal{H}_1, \mathcal{H}_2) = \max\{ \max_{H \in \mathcal{H}_1} \min_{H' \in \mathcal{H}_2} d'(H, H'), \max_{H' \in \mathcal{H}_2} \min_{H \in \mathcal{H}_1} d'(H, H') \},
\]

where \( d' \) is the cross MDP state similarity metric defined above. The Kantorovich metric is used to find an optimal allocation of transportation resource, where each state in one MDP is regarded as a supply node and each state in the other MDP is regarded as a demand node, and the goal is to find a way to move the resource from the supply nodes to the demand nodes with minimal cost. The transportation unit cost between each pair of nodes is equal to the distance of the corresponding states in these two MDP. Given two MDPs \( M_1 \) and \( M_2 \), their Kantorovich-metric-based distance is defined as

\[
\Psi(\mathcal{H}_1, \mathcal{H}_2) = \min \sum_{i} \sum_{j} l_{i,j} d'(H_i, H'_j),
\]

s.t. \( \forall i, \sum_{j=1}^{|\mathcal{H}_2|} l_{i,j} = \frac{1}{|\mathcal{H}_1|}, \forall j, \sum_{i=1}^{|\mathcal{H}_1|} l_{i,j} = \frac{1}{|\mathcal{H}_2|}, \forall i, j, l_{i,j} \geq 0 \), where \( d'(H, H') \) is the cross MDP state similarity metric defined above. Having defined the Hausdorff-metric-based distance and the Kantorovich-metric-based distance, the authors propose to transfer the value function between similar states with a one-to-one cross MDP state mapping. With the computed \( l_{i,j} \) in the Kantorovich-metric-based distance, the authors propose to transfer value function with a many-to-many cross MDP state mapping.

Heuristic-based domain similarities are easy to compute and can be computed before actually conducting the transfer learning experiments. However, there is no guarantee that transferring from a heuristically closer domain leads to bigger transfer learning performance improvement.

**Graph-based Domain Similarity**

Another way to model the similarity between MDPs with different states and actions is to model MDPs with directed graphs. Each state can be viewed as a node, and each possible state transition \((H_1, Y, H_2)\) can be viewed as a directly edge \( E_{H_1,Y,H_2} \) from node \( V_{H_1} \) to node \( V_{H_2} \) with edge weight \( p_{H_1,Y,H_2} \), meaning if the action \( Y \) is taken in a state \( H_1 \) the probability of going to node \( H_2 \) is \( p_{H_1,Y,H_2} \), note that there could be multiple edges between two nodes, because multiple actions could result in the transition from one state to another state.
In this way, the similarity between two unaligned MDPs becomes the similarity of two directed graph [68]. For the problem of graph similarity between two graphs that does not require an exact match, there are three main categories.

1. The first category is the graph isomorphism/edit distance methods, in which the similarity of graphs are measured by whether the two graphs are isomorphism [106], or one is isomorphic to a sub-graph of another graph, or whether they have common sub-graphs. The edit distance method is to find the minimum number of operations needed to modify one graph to another graph.

2. The second category is the feature-based methods. The key idea is that similar graphs might have similar statistical features, such as degree distributions, diameters, eigenvalues as in [162]. Based on these statistical features, two graphs can be compared to calculate graph similarity.

3. The third category is the iterative methods. The key idea is that two nodes are similar if their neighbours are similar. In each iteration, nodes update their similarity score according to their neighbours until convergence is reached. Famous algorithms include the similarity flooding algorithm [89], the SimRank algorithm [56], the recursive similarity algorithm proposed by Zager et al. [186], and the message-passing-based algorithm proposed by Bayati et al. [10].

Graph-based domain similarities are built upon solid theory, but some exact methods are computationally expensive.

2.3.2 Transfer from Multiple Sources

In this section, we discuss how to transfer from multiple sources. Many transfer reinforcement learning methods aim to transfer policy from a single source domain. However, it is possible that the useful knowledge is distributed in many source domains, transferring from only one single domain might have many limitations. One promising direction is to transfer from multiple source domains. The core problem is to identify the similarities between various source domains and the target domain, which is defined in Section 2.3.1. Based on the domain similarity score, knowledge from the related source domains can be transferred, while the unrelated source domains should be ignored.
Just like the single-source transfer reinforcement learning, the multi-source transfer reinforcement learning can use the same instance similarity measure, transfer the same type of knowledge and use the same learning objective functions.

1. Many multi-source transfer reinforcement learning methods propose to define or learn a similarity score between an instance in the target domain and an instance in the source domains, and proceed by transferring various instances with high/low similarity to the target domain [72].

2. Multi-source transfer reinforcement learning methods can also transfer the value function [126], the policy [30], the options [156] and the instances [72] from the source to the target domain, and they might share the same assumptions with single-source transfer reinforcement learning methods, i.e., the source domain and the target domain have a similar value function or policy, have some common sub-tasks, or have some local similarities in the transition functions and the reward functions.

3. Multi-source transfer reinforcement learning can also use all kinds of learning objectives [108] in the single-source transfer reinforcement learning methods.

Different from the single-source transfer reinforcement learning, the multi-source transfer reinforcement learning methods have an additional decision step of selecting one or multiple source domains, and they can transfer knowledge from multiple source domains simultaneously.

1. Unlike single-source transfer reinforcement learning where there is only one source task, multi-source reinforcement learning methods have to choose source domains before any instances or model parameters can be transferred to the target domain, and the domain similarities defined in Section 2.3.1 lie in the core of this problem. Fernández et al. [30] propose the reuse gain score to select source policies. The reuse gain score of a source policy is defined as the averaged reward gained while exploring the target domain with this source policy. Lazaric et al. [72] propose to selectively choose samples from source domains and transfer to the target domain. Before selecting the instances, firstly an appropriate source domain is identified by a task compliance score, which is defined as the probability of the target domain data being sampled from the corresponding source domain transition function and reward function. In this way, we can identify the source task which is most likely to generate the target domain data, and then the data in this source domain can be transferred to the target domain to improve performance.
2. Multi-source transfer reinforcement learning can transfer from more than two policies simultaneously. Song et al. [126] propose two metrics for MDPs similarities, and they propose a weighted transfer method based on the proposed Kantorovich-distance-based similarity measures. For each target state, the similarity weights between source states and the target state are calculated. The more similar a source state is, the more influence it has on the target state. In this way, one target domain state might be affected by multiple source domain data points. Lazaric et al. [72] propose to transfer source domain samples according to the task compliance score of each source domain, in this way, more than one source domains can contribute simultaneously to the target domain via the randomly selected data samples.

In conclusion, multi-source transfer reinforcement learning is a promising generalization to the single-source transfer reinforcement learning methods. It can leverage existing single-source transfer methodologies and it has better performance since it can rely on more similar source domains and it can transfer from multiple sources simultaneously.

2.3.3 Task Complexity

In this section, we discuss the complexity of a task-oriented dialogue system. But before proceeding to the complexity of the task-oriented dialogue system, we need to define the complexity of solving a general MDP problem.

Littman et al. [79] discuss the computational complexity of solving an MDP with three different methods. Assume the MDP is represented by $\langle \mathcal{H}, \mathcal{Y}, P, R \rangle$, where $N = |\mathcal{H}|$ is the number of states and $M = |\mathcal{Y}|$ is the number of actions. The state transition function $P$ is defined as follows. For all $H_i, H_{i+1} \in \mathcal{H}$, $Y \in \mathcal{Y}$, the probability of taking action $Y$ in state $H_i$ and transit to $H_{i+1}$ is defined as

$$P^Y_{H_i,H_{i+1}} = Pr(H_{i+1}|H_i,Y).$$

Assume the transition function $P$ and the reward function $R$ are encoded with an $N \times N \times M$ probability matrix, and both $\mathcal{H}$ and $\mathcal{Y}$ are finite. The authors focus on the infinite-horizon case, where there are infinite number of training sequence. The three algorithms and their complexity are listed as follows.

1. Linear programming algorithm turns the MDP problem into a linear programming problem with $NM$ constraints and $N$ variables, so it could be solved in polynomial time in $N, M$. However, the existing polynomial time algorithms are extremely slow and are rarely used.
The most popular and practical methods are variations of Dantzig’s simplex method \cite{24}. Although simplex methods seem to work well, Klee and Minty \cite{62} show that these algorithms take exponential running time in the worst case.

2. Policy iteration algorithm \cite{54} iteratively alters between policy evaluation and policy improvement in each iteration and it has a complexity of \( (O(MN^2)+O(N^3)) \cdot l \), where \( l \) is the number of iterations. Each policy improvement has \( O(MN^2) \) complexity and each policy evaluation has \( O(N^3) \) complexity, so the policy iteration algorithm runs in polynomial time if and only if the number of iterations \( l \) required is polynomial. However, Melekopoglou et al. \cite{88} show a family of counterexamples that the policy iteration method runs in an exponential number of iterations. So the policy iteration is a pseudo-polynomial-time algorithm.

3. Value iteration algorithm \cite{11} iteratively updates the value function, and its complexity is \( O(N^3) \cdot l \), where \( l \) is the number of iterations. The running time for each iteration is \( O(N^3) \). It is shown that the total-cost functions are guaranteed to converge to the optimal total-cost function, and the policy associated will converge to the optimal policy in a finite number of iterations. Again, value iteration is polynomial if and only if the total number of iterations required is polynomial. Tseng et al. \cite{146} show that for a fixed discount factor \( \gamma \), the value iteration takes polynomial time and its running time grows faster than \( 1/(1 - \gamma) \).

Now we discuss the complexity related factors in a task-oriented dialogue system.

1. Number of Speech-acts \(|A|\). Speech-acts are the set of all possible user intentions. The dialogue states and dialogue actions consist of speech-acts, so the more speech-acts a task has, the more complex the task is.

2. Number of Slots \(|S|\). Slots are the set of information we need to collect for each task. Since a dialogue state has to record both the user’s constraints on each slot and the questions about each slot, and most dialogue actions have slots, the more slots in a task, the more complex the task will be.

3. Number of Slot-values \(|V|\). Slot-values are the set of all possible values for a slot, different slot-value represents different user preferences. In order to model user preference and make personalized suggestions, the dialogue states and the dialogue actions need to record information about the slot-value of each slot. The more slot-value, the more complex a task will be.
In a typical dialogue system where a dialogue state contains a user’s speech-act, a set of user constraints on all slots and a set of binary user question indicator on all slots, the number of all possible dialogue states is \( O(|A| \times |V|^{S} \times 2^{S}) \). A typical user action in a dialogue system is a sentence with a user speech-act, a user slot and the corresponding slot-value, so the number of all possible dialogue actions is \( O(|A| \times |V| \times |S|) \). If the user is allowed to specify the slot-value for an arbitrary number of slots in one sentence, then the number of all possible dialogue actions is \( O(|A| \times |V|^{S}) \).

2.3.4 Transfer between Complex Domains

In this section, we discuss how to transfer policies between complex domains. Firstly we give a definition of a complex domain, then we define and analyze the problem and identify the core problem, finally, we conduct a brief survey of the existing related works.

A complex domain has the following characteristic:

1. Has a large number of states. For example in a task-oriented dialogue system, if the number of slots is big and if different user choices require different dialogue policies (the dialogue state must contain slot-value chosen by the user), then the number of all states will be exponentially larger.

2. The domain task might have sub-tasks.

The problem of transfer reinforcement learning between complex domains takes two inputs, a complex source domain with plenty of training data and a complex target domain with little training data. The problem output is a policy in the target domain, and the goal is to improve the target domain policy by transferring knowledge from the source domain.

The challenges of the transfer reinforcement learning between complex domains are listed as follows:

1. Learning a policy in one domain might need much data, since flat reinforcement learning may suffer from the curse of dimension \([9]\). For example in a task-oriented dialogue system, if the number of slots is big and the number of different slot-values is big, the state space will be very large, thus it will require a huge number of dialogue data to train.

2. Learning the cross-domain state correspondence matrix might either require more source and target training data to align, or require another auxiliary data source to constrain the
correspondence matrix. This is because the parameter space for the cross-domain state correspondence matrix is larger since the number of states is larger.

3. It is hard to reuse whole policies or discover sub-tasks. Since the state space is larger, the policy will be much more complex and it is less likely that a whole source policy can be directly reused, and thus it is natural to consider reusing options for sub-tasks. However, identifying sub-tasks can be also hard.

Hierarchical Reinforcement Learning (HRL) [137, 124, 9] is a principle framework for learning policies in complex tasks. Sutton et al. propose the concept of macro-action or option [137] which means a partial policy for a sub-task or a part of the state space, and options allow the agent to learn a task with less training data. HRL methods make use of hierarchical control architectures and learning algorithms. They decompose the big task into a hierarchy of sub-tasks and reuse small local policies across many sub-tasks, and it can greatly improve both the learning speed and the agent performance. Parr et al. propose the Hierarchies of Abstract Machines for HRL. As options are policies for a part of the state space with different complexity, they propose to generalize the MDP to the semi-Markov Decision Process (SMDP) [105] where actions can take a variable amount of time to complete. Dietterich et al. propose the MAXQ decomposition framework [28] which decompose the value function into an additive combination of value functions of smaller MDPs, later Kulkarni et al. propse the HDQN [69] which integrates hierarchical value functions to operate at different temporal scales, and their model shows superior performance on a complicated ATARI game “Montezumas Revenge” with a hierarchical structure.

A new core problem of transferring between complex domains is to identify sub-tasks and reuse sub-tasks, apart from the other core problems in transferring between simple domains. If we can identify sub-goals or sub-tasks in a complex domain, then the complexity of finding a policy will be much smaller since the big problem is decomposed into sub-tasks and the policy only needs to select from a limited number of options [137] for each sub-task. And these options can be transferred from the source to the target domain, based on the domain similarity discussed in Section 2.3.1.

Sub-goal discovery (also known as option discovery and automatic skill acquisition) aims to automatically discover important states and use them as sub-goals. McGovern et al. [87] propose to identify bottleneck states in trajectories and use them as sub-goals. Menache et al. [90] propose the Q-cut algorithm which uses an efficient Max-Flow/Min-Cut algorithm for identifying bottlenecks, and thus to discover sub-goals. Niekum et al. [100] propose to use clustering method to discover
sub-goals or skills. Konidaris et al. [66] attempt to discover skills for a robot given abstractions of the surroundings it has to operate with. Lakshminarayana et al. [71] propose to find metastable regions in the state space and associate them with abstract states, and the method works even without an exact model of the environment. Bacon et al. [6] propose to learn the option policies and their termination conditions simultaneously.

Option transfer methods aim to transfer options from source tasks to the target task. Perkins et al. [107] address an reinforcement learning problem in which the transition function can change from time to time, drawn randomly from a probability distribution. Some hand-coded options are provided to the agent. In each run, the agent will learn a policy over these provided options, in order to move quickly to the target state in an environment with a different transition function. Andre et al. [3] propose to learn sub-routines between tasks. They look for similarities between some local states of the source and the target domains, and if similar parts can be found in the target domain, the controller or local policies can be directly transferred to the target domain. Foster et al. [31] propose to identify sub-tasks in the source domains and reuse them in the target domain where the target state could change but most sub-tasks do not change. They propose to use an expectation maximization algorithm to identify different sub-tasks. When faced with a new task, the agent can learn to reuse the learned options for the sub-tasks, in order to improve the jumpstart and the total reward. Ravindran et al. [111] propose the concept of relativized options. They first learn a set of options from the source domains, and when learning in the target domain, the agent can use Bayesian parameter estimation to select source options as well as some possible transformations that can be applied to these source options, in order to maximize the transfer performance in the target domain. Asadi et al. [5] propose to identify states as “Locally forms a significantly stronger ‘attractor’ for state space trajectory” as sub-goals in the source tasks. After learning the options to reach these sub-goals, the agent learns a higher level policy to reuse these options. The model is called Hierarchical Bounded Parameter SMDP, which is proven to be within a bound of the performance of the optimal policy in the original model without options. Konidaris et al. [65] propose to view the reinforcement learning problem in the agent-space, instead of the problem space, since for the same agent, the agent sensors and actuators will not be changed, even if the environment is changed. They propose to learn the agent-space options in the source tasks and then reuse them in the target task. They suggested that the agent-space options will be more portable than those in problem-space since problem-space options can only be reused in domains that are very similar.
2.4 Scope of This Thesis

In this section, we formally define the scope of this thesis. We study the transfer learning problem between two dialogue domains, and the methods studied in this thesis are only tested for and thus limited to the task-oriented dialogue systems with the following constraints.

1. The tasks with a fixed set of speech-acts, slots and slot-values, and all speech-acts, slots and slot-values should have appeared in the training data, and no out-of-domain vocabulary will be accepted.

2. The tasks should consist of generally two stages, the entity constraint stage and the inform query stage. In the entity constraints stage, the agent will ask for information needed to find a particular entity, for example the agent might ask about the food preference in order to find a restaurant. In the inform query stage, a unique entity should have been already identified, and the agent will answer questions raised by the user with respect to some slot of this entity, for example, the user can ask about the phone number of a particular hotel.

3. The slots required to complete a task only depends on the domain itself and does not depend on the user constraint slot-values specified by the user, for example, the agent will always ask for the price range of the restaurant regardless of what food the user would like to have.

4. The tasks should not contain recursive sub-tasks. Each slot should have its own set of slot-values, and the slot should not consist of another sub-slot. For example, the food slot should only have slot-values like Chinese food or American Food, it should not have additional sub-slot like whether the food is spicy, whether the food is Halaal, etc.

2.4.1 Transfer Reinforcement Learning in Task-oriented Dialogue Systems

In this section, we systematically review the related works of transfer reinforcement learning in task-oriented dialogue systems. All related works are summarized in Table 2.1 and our works are marked with ✓.

Based on whether the source domain and the target domain use the same set of slots, all works in Table 2.1 can be divided into the left part and the right part.

The left part of the table contains the works where the source domain and the target domain use the same set of slots. Based on whether the source domain user and the target domain user have the same preference (have the same slot-value distribution), these works can be again divided into two
Table 2.1: The related works in transfer reinforcement learning in task-oriented dialogue system. Our works are marked with ✓.

<table>
<thead>
<tr>
<th></th>
<th>Same Domain $S^s = S^t$, $A^s = A^t$</th>
<th>Cross Domain $S^s \neq S^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>None Transfer</td>
<td>Gaussian Process Transfer</td>
</tr>
<tr>
<td></td>
<td>[173, 174, 183, 75]</td>
<td>[37, 38, 34], Bayesian</td>
</tr>
<tr>
<td></td>
<td>[78, 41, 33, 26]</td>
<td>Committee Machine [36, 39]</td>
</tr>
<tr>
<td>Personal</td>
<td>Finetune</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linear Model Transfer [42]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian Process Transfer [20]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ in Chapter 4.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Personal Q-fun</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ in Chapter 4.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Personal Word Gate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ in Chapter 5.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>✓ in Chapter 6</td>
</tr>
</tbody>
</table>

parts. The upper left part contains the works of reinforcement learning dialogue systems without transfer learning, which is not the interest of this thesis. The lower left part contains the works that transfer personalized dialogue policy across different users. Existing methods for transferring dialogue policy across different users are mainly based on model fine-tuning [20, 42], where a model trained in the source domain user data are directly adapted on the target domain user data. However, these works do not model the differences between users, thus it might harm the dialogue performance of the transferred model in the target domain if wrong preferences are transferred. We propose a model with a personalized Q-function to explicitly model user differences for this problem in Chapter 4. In order to transfer fine-granularity common dialogue knowledge in the end-to-end dialogue systems, we propose a model with a novel personal word gating mechanism in Chapter 5.

The right part of the table contains the works where the source domain and the target domain use different sets of slots. Based on whether the source domain and the target domain use the same set of speech-acts, these works can be again divided into two parts. The upper right part contains the works in which the source and the target domains use the same set of speech-acts, and these works aim to transfer dialogue policies across different domains in the same dialogue systems. The works in [37, 38, 34] assume there are some common slots between the source and the target domains, and they do not work in situations when the source and target domains do not have common slots. The works in [36, 39] use the slot normalized entropy for slot matching, and they need to access all data rows in the dialogue database. However, these dialogue policy transfer methods cannot transfer across dialogue systems with different speech-acts, for example, they cannot trans-
fer between systems built by different companies. We propose a model in Chapter 6 which can simultaneously transfer across dialogue systems with different speech-acts and slots, and it does not require common slots or additional database information.
CHAPTER 3

RELATED WORK PART 2: A SURVEY OF TASK-ORIENTED DIALOGUE SYSTEMS

Task-oriented dialogue systems have been used to help people finish tasks in various domains. A typical task-oriented dialogue system consists of 4 components, which are the spoken language understanding module (SLU), the dialogue state tracking (DST) module, the dialogue policy learning (DPL) module and the natural language generation (NLG) module. Many different models are used in each component. What are the differences between these models, and how do we choose from them? In this chapter, we give an updated and organized review of task-oriented dialogue systems.

This chapter is organized as follows. We first give an overview of the structure of a typical task-oriented dialogue system in Section 3.1, then we introduce each of the four typical modules one by one in Section 3.2, Section 3.3, Section 3.4, and Section 3.5, and then we survey the end-to-end dialogue systems in Section 3.6, finally we give a conclusion in Section 3.7. For each dialogue module in Section 3.2, Section 3.3, Section 3.4, and Section 3.5, firstly we introduce the problem formulation, then we survey and compare the single domain dialogue systems without transfer learning, finally we survey and compare the transfer learning related works.

3.1 Overview: Task-oriented Dialogue System

Dialogue systems can be roughly categorized into open-domain dialogue systems and task-oriented dialogue systems. Open-domain dialogue systems [134, 122, 120, 121] do not limit their dialogue domains and can be used for chit-chat. Task-oriented dialogue systems [184] aim to guide a user to finish a certain task in a restricted domain. It can be deployed in a call center, in an on-line chatting platform or a customer service center. It can reduce the need of a human staff and thus reduce cost.

A task-oriented dialogue system takes text input from a user, and generates text responses to the user based on the context and the question. The design of the current task-oriented dialogue systems requires human knowledge on the target problem. Frame-based task-oriented dialogue systems are widely used. In the frame-based systems, a slot is the most basic concept. A slot is a piece of information with a set of possible values. For example, with respect to the choices of
food, we can have Chinese food, Japanese food or Indian food, etc. Dialogues are treated as a set of computation on different slot values. Based on the functionality, a dialogue system can be divided into different components. Each component is responsible for a specific sub-task, and the communication between components are done through a set of slots and their values.

There are 4 basic components in a task-oriented dialogue system, and they are the spoken language understanding module (SLU) module, the dialogue state tracker (DST) module, the dialogue policy (DPL) module and the dialogue generation module (NLG). In this thesis, we assume the input is in raw text format instead of voice. The spoken language understanding module [180, 45, 83, 46, 181] is responsible for detecting speech-acts, slots and the corresponding slot-values. The SLU takes a user utterance as input and predicts the speech-acts and slot-values appeared in the user utterance. The dialogue state tracker [73, 133, 159, 51, 187] is responsible for inferring and maintaining dialogue states. The DST takes a parsed user utterance (including speech-acts, slots and slot-values) as input and keeps track of the current dialogue state based on the user utterance and the previous dialogue state. The dialogue policy module [173, 174, 183, 75] takes the current dialogue state as input and decides the next system action to take. The natural language generation module [169] converts the system action back to text response. Among these 4 modules, the dialogue policy module is the core component and it is responsible for deciding the next system action.

Based on the training frameworks, task-oriented dialogue systems can be categorized into modular dialogue systems and end-to-end dialogue systems. The components in modular dialogue systems can be trained or built separately with different objective functions, while end-to-end dialogue systems are trained jointly with a single objective function. Modular dialogue systems have
low inter-modular dependency, thus we can plug-in different components freely. Components can be trained or hand-crafted independently. The data needed to train each component can be obtained easily. However, without a consistent objective function, the whole system with different components might not work well. End-to-end dialogue systems have a single objective function. When trained jointly, the whole system can learn together and achieve a better performance, and it does not require intermediate annotation thus can reduce human efforts. But since all components are optimized jointly, we cannot switch components without retraining. And the training of an end-to-end dialogue system is more difficult.

3.1.1 System Components

Given the dialogue history \( H_n = \{\{X_j, Y_j\}_{j=1}^{n-1}, X_n\} \), the task of a task-oriented dialogue system is to predict \( Y_n \). There are 4 components in a task-oriented dialogue system.

1. The spoken language understanding (SLU) module. It takes raw a text utterance \( X_n \) as input and predict the abstract user action \( \tilde{X}_n \) of the utterance at every time step \( n \).

2. The dialogue state tracking (DST) module. Given a previous dialogue state \( \tilde{H}_{n-1} \), an abstract system action \( \tilde{Y}_{n-1} \) and an abstract user utterance \( \tilde{X}_n \), the dialogue state tracking aims to keep track of the current dialogue state \( \tilde{H}_n \).

3. The dialogue policy learning (DPL) module. The policy network takes a dialogue state \( \tilde{H}_n \) as input and predict the abstract system action \( \tilde{Y}_n \).

4. The natural language generation (NLG) module. It takes an abstract system action \( \tilde{Y}_n \) as input and generate the final system response sentence \( Y_n \).
3.2 Module 1: Spoken Language Understanding (SLU)

The spoken language understanding module is responsible for mapping a text utterance to a structured output such as speech-acts, slots and slot-values.

3.2.1 Problem Definition

The spoken language understanding module takes a raw text utterance $X_n$ as input and predict the abstract user action $\tilde{X}_n$ of the utterance at every dialogue turn. The user action $\tilde{X}_n = \{a_n, s_n = \{s_j = v_j\}\}$ consists of a user speech-act $a_n$ (also known as intention) and a sequence of slot-value pair $s_n = \{s_1 = v_1, s_2 = v_2, \cdots \}$.

There are two major problems in spoken language understanding, the first one is speech-act/intention classification and the other is slot-filling.

1. Speech-act/intention classification. The problem input is a user utterance $X_n$ and the problem output is the speech-act $a_n$ of the user utterance. Speech-act/intention classification can be viewed as a multi-label classification problem.

2. Slot-filling. The problem is to find all possible slot value pairs $s_n = \{s_1 = v_1, s_2 = v_2, \cdots \}$ in the user utterance $X_n$. Slot-filling task can be viewed as a sequential classification problem on the word sequence of a sentence.

Since the speech-act classification is a simple multi-label classification problem, we will focus on the slot-filling problem. And we will focus on learning methods for slot-filling problem, other deterministic method such as parsing will not be considered.

Slot-filling maps a user utterance $X_n$ to a sequence of abstract semantic label $s_n = \{s_1 = v_1, s_2 = v_2, \cdots \}$. In our setting, $X_n = \{x_1, x_2, \cdots \}$ is the text input represented as a sequence of words, and $s_n = \{s_1 = v_1, s_2 = v_2, \cdots \}$ is a sequence of labels, where the slot $s_1$ and the slot value $v_1$ are the labels of word $x_t$.

1. Input: a user utterance as a sequence of words, $X_n = \{x_1, x_2, \cdots \}$.

2. Output: a dialogue semantic label for each word, $s_n = \{s_1 = v_1, s_2 = v_2, \cdots \}$.

3. Example: For an input sentence “who played zeus in the 2010 action movie Titans”, the expected output is a semantic tag for each word in the input sentence like “who: {}; played: {}"
zeus:{character=zeus} in:{} the:{} 2010:{year=2010} action:{genre=action} movie:{type=movie} Titans:{name=Titans}”.

### 3.2.2 Single Domain Spoken Language Understanding

In the following section, we will introduce several slot-filling models including the Conditional Random Field (CRF), the Convolution Neural Network (CNN), the Recursive Neural Network (RNN) and the Long-Short Term Memory (LSTM).

#### CRF

Wang et al. [157] and Raymond et al. [112] use CRF [70] for slot-filling problem. The problem can be modelled by

$$s = \arg \max_{s'} P(s'|X),$$

where $X = \{x_1, x_2, \cdots\}$ is an input word sequence and $s = \{s_1, s_2, \cdots\}$ is the associated class label sequence. The probability of $s$ is defined by

$$P(s|X) = \prod_t P(s_t|x_t, s_{t-1}),$$

where $P(s_t|x_t, s_{t-1})$ is defined as

$$P(s_t|x_t, s_{t-1}) = \frac{1}{Z(x_t, s_{t-1})} \exp(w_{s_t}^T f(s_{t-1}, s_t, x_t) + b_s),$$

$f(s_{t-1}, s_t, x_t)$ is the feature vector for time step $t$, and the feature vector includes n-gram lexical features in the sliding window and the state transition features, etc. $w_{s_t}$ is the associated weight vector, and $Z(x_t, s_{t-1}) = \sum_{s'} \exp(w_{s'}^T f(s_{t-1}, s', x_t) + b_{s'})$ is the softmax normalization term.

#### CNN-CRF

Xu et al. [179] propose a joint CNN-CRF model for the spoken language understanding problem. The problem can be modelled by

$$s = \arg \max_{s'} P(s'|X).$$

The probability of $s$ is defined by

$$P(s|X) = \prod_t P(s_t|x_t, s_{t-1}),$$
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where $P(s_t|x_t, s_{t-1})$ is defined as

$$
P(s_t|x_t, s_{t-1}) = \frac{1}{Z(x_t, s_{t-1})} \exp(\text{trans}(s_{t-1}, s_t) + w_{s_t}^T f(x_t)),
$$

$\text{trans}(s_{t-1}, s_t)$ is the transition probability from $s_{t-1}$ to $s_t$, $f(x_t)$ is the feature vector extracted from the CNN window centered at $x_t$, and $Z(x_t, s_{t-1}) = \sum_{s'} \exp(\text{trans}(s_{t-1}, s') + w_{s'}^T f(x_t))$ is the softmax normalization term.

Celikyilmaz et al. [21] propose to add additional word embeddings as additional features to $f(x_t)$ in slot-filling task, along with the CRF or the CNN-CRF model. The experimental results show that CRF-CNN model is better than CRF alone, and adding additional word embeddings can further improve the results.

**RNN**

Yao et al. [18], Mesnil et al. [92, 91] and Liu et al. [80] propose to use RNN [44] on the slot-filling problem. The problem is modelled by

$$
s = \arg \max_{s'} P(s'|X).
$$

The probability of $s$ is defined by

$$
P(s|X) = \prod_t P(s_t|x_t, x_{<t}),
$$

where $P(s_t|x_t, x_{<t})$ is defined as

$$
\begin{align*}
h_t &= \sigma(W_h h_{t-1} + U x_t + b_h), \\
P(s_t|x_t, x_{<t}) &= \frac{1}{Z(h_t)} \sigma(w_{s_t}^T h_t + b_{s_t}),
\end{align*}
$$

$x_t$ is feature vector calculated in the window centered at word $x_t$, which includes the word embedding vector $x_t$ on $x_t$ and the embedding of nearby words. $\Theta = \{W_h, U, b_h, W_s, b_s\}$ are parameters to learn. $Z(h_t) = \sum_{s'} \exp(w_{s'}^T h_t + b_{s'})$ is the softmax normalization term. Unlike CRF which can model only a fix context length, the RNN can model the dialogue context of arbitrary length. As a result, the RNN requires more word level labelled training data.
Yao et al. [180] propose to use LSTM [53] for slot-filling in the SLU. The LSTM can be formulated by

\[ s = \arg \max_{s'} P(s'|X). \]

The \( P(s|X) \) is defined as

\[ P(s|X) = \prod_{t} P(s_t|x_t, x_{<t}). \]

The four gates in the LSTM are calculated by

\[
\begin{align*}
    i_t &= \sigma (W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i), \\
    f_t &= \sigma (W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f), \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c), \\
    o_t &= \sigma (W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_{t-1} + b_o)
\end{align*}
\]

and the hidden state \( h_t \) is given by

\[ h_t = o_t \odot \tanh(c_t), \]

where \( \odot \) is the element-wise multiplication, and \( x_t \) is the feature vector calculated in the window centered at word \( x_t \), which includes the word embedding vector on \( x_t \) and embedding vectors of the nearby words. Based on \( h_t \), we can calculate \( p_t \), the intermediate predicted output at current time step by

\[ p_t = W_{hp}h_t. \]

Then the final feature vector \( q_t \) is calculated based on \( M \) most recent intermediate output \( p_t \) by

\[ q_t = \sum_{i=0}^{M} W_{pi}p_{t-i} + b_q. \]

The prediction probability of the output label \( s_t \) is predicted by

\[ p(s_t|x_t, x_{<t}) = \frac{1}{Z(q_t)} \sigma (w_{s_t}^T q_t + b_{s_t}), \]

where \( Z(q_t) = \sum_{s'} \exp(w_{s_t}^T q_t + b_{s'}) \) is the softmax normalization term. Using the LSTM can alleviate the gradient exploding and vanishing problem, and it can model long dependency better. However, there are more parameters in the LSTM than in the RNN, which requires more training data.
Evaluation for Single Domain SLU

To evaluate an SLU, the algorithm predicts each utterance in the test set and the predicted slot-values will be compared with ground-truth slot-values labelled by human. Popular evaluation metrics include accuracy for speech-act/intention classification, and F1 score for slot-value classification.

Public datasets include the Air Travel Information System (ATIS) [23], the Tourist Information (MEDIA) [16], the DARPA Communicator Travel Data [153], etc. Public challenges include the DARPA ATIS challenge and the DARPA COMMUNICATOR challenge. All results are compared on the public available dataset Air Travel Information System (ATIS).

We only compare models for the slot-filling task on the Air Travel Information System (ATIS), the results are shown in table 3.1.

Table 3.1: SlotValue Classification F-1 metrics on ATIS dataset

<table>
<thead>
<tr>
<th></th>
<th>CRF</th>
<th>CRF-CNN</th>
<th>RNN</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 ATIS</td>
<td>0.8373</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1 ATIS</td>
<td>0.8373</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1 ATIS</td>
<td>0.9100</td>
<td>0.9435</td>
<td>0.9411</td>
<td></td>
</tr>
<tr>
<td>F1 ATIS</td>
<td>0.9100</td>
<td>0.9435</td>
<td>0.9411</td>
<td>0.9492</td>
</tr>
<tr>
<td>F1 ATIS</td>
<td>0.9294</td>
<td>0.9498</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1 ATIS</td>
<td>0.9294</td>
<td>0.9435</td>
<td>0.9411</td>
<td>0.9492</td>
</tr>
</tbody>
</table>

CRF uses the label of previous word when predicting the label of the current word, this is better than doing simple classification on each word position because CRF has considered the label transition probability. However, we still need to define the word features by hand. And CRF considers only fixed window size, which is not flexible. CNN-CRF can learn local features for each word position by an end-to-end training. In this way we can learn better feature representations from data, and thus we can reduce the human efforts required. However, the framework is still CRF, which can only model a fixed number of previous words. RNN can model a very long dependency in a sentence. In RNN, all information about previous words is stored in the hidden variable, and theoretically it can consider arbitrary long dependency. However, the training of RNN suffers the exploding or vanishing gradient problem, which makes RNN hard to train. LSTM can choose to remember or forget the information stored in its memory based on the input, and it can solve the exploding or vanishing gradient problem appeared in RNN. As a result, it has better model capability than an RNN and it is more easy to train.
3.2.3 Transfer Learning for Spoken Language Understanding

In this section we summarize the transfer learning methods used for spoken language understanding. There are 3 methods to transfer knowledge for speech-act/intention classification problem in SLU, they are

1. Model Adaptation,
2. Instance-based Transfer,
3. Parameter Transfer.

Model Adaptation

Tur et al. [147] propose to use model adaptation and boosting for speech-act/intent classification transfer learning. The source domain and the target domain share the same set of speech-acts/intention labels, but have different distributions. The authors propose to regularize the target domain model with the KL divergence between the source model and the target model. The loss function in the target domain is defined as

\[ L(w) = \sum_n \sum_{a'} (\ln(1 + \exp(-A_n[a']f(X_n, a'; w)))) + \eta \text{KL}(P(A_n[a'] = 1|X_n)||\sigma(f(X_n, a'; w))), \]

\[ \text{KL}(p||q) = p \ln \frac{p}{q} + (1 - p) \ln \frac{1 - p}{1 - q}, \]

where the first term is the target domain model loss function and the second term is the KL divergence between the source model and the target model. \( n \) is the index of an instance and \( a' \) is an element in the label set. \( P(A_n[a'] = 1|X_n) \) is the probability that \( X_n \) belongs to label \( a' \) in the source domain model, and \( \sigma(f(X_n, a')) \) is the probability that \( X_n \) belongs to label \( a' \) in the target domain model.

Instance-based Transfer

Tur et al. [148] propose to transfer instances on speech-act/intention classification problem. There are a number of similar intention classes in the source and target domains, but no mapping is available. The authors propose to use instances with similar label in the source domain to help the intention classification in the target domain. We denote the target domain dataset as \( \{X, a\} \) and the source domain dataset as \( \{X^s, a^s\} \). We denote the classifier in the source domain by

\[ p(a^s|X^s) = f^s_A(X^s). \]
The classifier in the target domain is denoted by

\[ p(a|X) = f_A(X). \]

The authors apply the target domain classifier on each instance \( X^s \) in the source domain. If the predicted probability of the source instance \( X^s \) belonging to a target class is above a threshold, i.e., \( f_{a_i}(X^s) > \rho \), then \( X^s \) is transferred to the target domain as an instance of target domain class \( a_i \). After some instances are transferred, the classifier in the target domain is retrained with the transferred source domain instances and the target domain instances.

**Parameter Transfer**

Yazdani *et al.* [182] propose to use parameter sharing between similar label classifiers, so the similar classifiers can have similar hyperplane. The classification model for each speech-act \( a \) is a linear classifier, and the parameter for the classifier of label \( a_j(s_k = v_m) \) is a weight vector \( w_{a_j(s_k=v_m)} \). For each label \( a_j(s_k = v_m) \), the multi-label classification is done by logistic regression as

\[ y = \sigma(w_{a_j(s_k=v_m)}^T \phi(x_i)). \]

The authors assume that the weight vector \( w_{a_j(s_k=v_m)} \) can be modelled by a two layer multi-layer perceptron classifier given the embedding vector of the label words as input, where the label names are treat as words. The weight parameters for label \( a_j(s_k = v_m) \) can be generated by using the embeddings of word \( a_j \), word \( s_k \) and word \( v_m \), as

\[ w_{a_j(s_k=v_m)} = \sigma([\phi(a_j), \phi(s_k), \phi(v_m)]W_{ih})W_{ho}, \]

where \( \phi(x_i) \) is the word embedding for word \( x_i \), \( \sigma \) is the activation function, \( W_{ih} \) is an \( 3d \times h \) matrix and \( W_{ho} \) is a \( d \times d \) matrix. The parameter \( W_{ih} \) and \( W_{ho} \) are shared for all labels, so transfer learning is possible.

Jeong *et al.* [57] propose to divide the model parameters into domain-dependent parameters and domain-independent parameters, where the domain-independent parameters are shared across the source domain and the target domain to transfer knowledge. A CRF is used as the base model for slot-filling problem, and there are a number of shared labels cross domains. The probability of the slot set is given by

\[ s = \arg \max_{s'} P(s'|X) \]
where $X = \{x_1, x_2, \cdots \}$ is the input word sequence and $s = \{s_1, s_2, \cdots \}$ is the associated class label sequence. The probability of the slot set can be factorized by

$$P(s|X) = \prod_t P(s_t|x_t, s_{t-1}),$$

$$P(s_t|x_t, s_{t-1}) = \frac{1}{Z(x_t, s_{t-1})} \exp(\phi_d(s_{t-1}, s_t, x_t) + \phi_{\text{independent}}(s_{t-1}, s_t, x_t)),$$

where $\phi_d(s_{t-1}, s_t, x_t)$ is the domain-dependent model and $\phi_{\text{independent}}(s_{t-1}, s_t, x_t)$ is the domain-independent model. The model considered features such as n-gram lexical features in the sliding window, and state transition probability, etc. $Z(x_t, s_{t-1}) = \sum_{s'} \exp(\phi_d(s_{t-1}, s', x_t) + \phi_{\text{independent}}(s_{t-1}, s', x_t))$ is the softmax normalization term. $\phi_{\text{independent}}(s_{t-1}, s', x_t)$ is the domain-independent model shared across domains for knowledge transfer.

**Model Comparison for Transfer Learning in SLU**

Model adaptation can be used to adapt an existing model from a source domain to improve its performance in a target domain. Given the target domain data, the pre-trained model is fine-tuned on a few new instances in the target domain. However, the source domain and the target domain have to use the same kind of model. Instance transfer can work with any classifiers without modifying the classifier structure, and it is easy to train. However, the source domain and the target model need to be trained for multiple times before converging, which is time consuming. Parameter transfer can transfer a part of the common model parameters from a source domain to a target domain, thus it can reduce the negative transfer. However, the model parameters have to be partitioned into shared parameters and domain-independent parameters, as a result, many classifiers could not be used.
3.3 Module 2: Dialogue State Tracking (DST)

The dialogue state tracking module tracks the dialogue state according to the system action, the user utterance, and the previous dialogue state.

3.3.1 Problem Definition

Dialogue state tracking aims to keep track of the dialogue state $\tilde{H}_n$, given the previous dialogue state $\tilde{H}_{n-1}$, the abstract system action $\tilde{Y}_{n-1}$ and the abstract user utterance $\tilde{X}_n$.

1. Input: The previous dialogue state $\tilde{H}_{n-1}$, the abstract system action $\tilde{Y}_{n-1}$ and the abstract user utterance $\tilde{X}_n$.

2. Output: The current dialogue state $\tilde{H}_n$.

3.3.2 State Representation

In a task oriented dialogue system, the dialogue state is predefined by human based on the domain slots and their slot-values. The number of possible states is exponential to the number of slots. Maintaining a probability distribution of all possible states requires a large amount of resource, here we introduce several methods to simplify the problem.

Typically, there are several kinds of information in a state, denoted by $\tilde{H}_n = \{g_n, \tilde{X}_n, H_n\}$, where $H_n = \{X_0, Y_0, \ldots, X_{n-1}, Y_{n-1}, X_n\}$ is the dialogue history.

1. User goal $g_n$. The user goal is a set of slot-values in each slot, representing the entity this user is looking for. For example, the user is looking for a restaurant in the north part of the city that can serve Chinese food. User goal tracking is the core tracking problem.

2. User last intent $\tilde{X}_n$. The user last intent is the direct intent of the last utterance of the user. For example, if the user is asking, then the system should provide information. If the user is confirming, then the system should indicate whether the confirmation is done.

3. Dialogue history $H_n$. The dialogue history contains the previous dialogues, so that the system can recognize what question has been asked and what information is already collected.

As we can see, the most challenging task is the tracking of the user goal $g_n$, because the goal space can be very large. Assume we have 5 slots, and there are 10 possible slot-values in each slot. The
total number of possible goals will be $10^5$, and this is only for a small domain with 5 slots. Directly dealing with such a large state space will make the problem very complicated.

There are two popular ways to simplify the state representation and the state tracking.

1. Hidden information state model. The idea is to record the distribution of only top possible states.

2. Factorized model. The idea is to track each slot independently of other slots, so that we can record the distribution of all values in each slot. Simple dependencies between variables are represented as Bayesian networks. But this model cannot deal with complicated dependencies.

**Hidden Information State Model**

Young et al. [185] propose the hidden information state approach. To deal with the exponential large user goal space, the authors propose to use state grouping and state splitting to reduce the tracking complexity.

In order to track a dialogue state, at each round, based on the previous state, the system action, the user utterance, the state space can be split into 2 partitions, where each partition can be split further in the coming rounds. Dialogue states $\tilde{H}$ within each partition $p_n$ are treated indiscriminately, meaning that all states $\tilde{H}$ within partition $p_n$ have equal probability. Since the number of partitions grows exponentially with number of dialogue rounds, only the top N partitions are tracked.

![Figure 3.2: Partitioning of dialogue states in HIS][185]
At each round, the belief update formulation can be modelled by

\[
\begin{align*}
    b_{n+1}(p_{n+1}, \hat{X}_{n+1}, H_{n+1}) &= \eta P(X_{n+1}|\hat{X}_{n+1})P(\hat{X}_{n+1}|p_{n+1}, \hat{Y}_n) \\
    &\sum_{H_n} P(H_{n+1}|p_{n+1}, \hat{X}_{n+1}, H_n, \hat{Y}_n) \\
    &P(p_{n+1}|p_n)b(H_n),
\end{align*}
\]

where \( p_n \) is a partition and the term \( P(p_{n+1}|p_n) \) represents the probability that a partition \( p_n \) being split into two sub partition, \( p_n \rightarrow \{p_{n+1}, p_n - p_{n+1}\} \). An example is shown in Figure 3.2. \( \hat{X}_n \) is the user action, \( \hat{Y}_n \) is the system action, \( H_n \) is the dialogue history and \( X_n \) is the observed user utterance. \( P(X_{n+1}|\hat{X}_{n+1}) \) is the observation model, \( P(\hat{X}_{n+1}|p_{n+1}, \hat{Y}_n) \) is the user action model, \( P(H_{n+1}|p_{n+1}, \hat{X}_{n+1}, H_n, \hat{Y}_n) \) is the dialogue state transition model and \( P(p_{n+1}|p_n)b(H_n) \) represents belief refinement.

The dialogue state \( \hat{H}_n \) can be randomly sampled from the probability distribution defined as

\[
\hat{H}_n \sim b_n(p_n, \hat{X}_n, H_n)
\]

because all states within partition \( p_n \) has equal probability.

One problem is that the number of partitions are exponential to the length of the dialogue. In practice, pruning is required \([175]\). However, a slot can be prune if they are distributed in many partition. To solve this problem, Gavsic et al. \([40]\) propose to track the user goal with respect to each slot.

HIS model can help us track the dialogue state efficiently, and arbitrary dependency relations between different states can be incorporated. However, only the top-N states can be tracked.

**Bayesian Update of Dialogue State**

Thomson et al. \([143]\) propose the Bayesian Update of Dialogue State model (BUDS), in which they factorize the user goal in the dialogue state into a set of independent slots. The assumption is that the tracking probability of slot-values in different slots are independent (or have simple dependency) of each other. The dependencies of slot-values can be specified by a dynamics Bayesian network, as shown in Figure 3.3. When the Bayesian network is compiled, belief propagation algorithm can be used to update the belief. In case two concepts are conditionally independent, the algorithm can give exact updates on the marginal distribution for each concept. Only limited dependencies can be incorporated due to speed problem.
In BUDS model, the whole probability distribution of all slot-values in all slots are tracked. However, this model can only deal with very simple dependencies. In fact, the BUDS model is more widely used because it is easy to implement.

### 3.3.3 Single Domain Dialogue State Tracking

In this section we introduce the algorithms used to track dialogue states. The algorithms can be categorized into two categories.

1. **Static Classifiers.** Dialogue state tracking is modelled as a classification problem on the dialogue history. Firstly, some hand-designed features are extracted from the history, then various classifiers can be used to predict the dialogue states.

2. **Sequential Classifiers.** Dialogue state tracking is modelled as a sequential labelling problem. In this category, the label transition probability is taken into consideration as well as the features of user utterances.

#### Static Classifier

Dialogue state tracking is modelled as a classification problem on the dialogue history. At first some hand-designed features are extracted from the dialogue history, then various classifiers can be used to predict the dialogue states. This can be modelled by

\[
p(\tilde{H}_n|\{\tilde{Y}_0, \cdots, \tilde{Y}_{n-1}\},\{\tilde{X}_0, \cdots, \tilde{X}_n\}),
\]

where \(\tilde{Y}_n\) is the abstract system action taken in round \(n\), and \(\tilde{X}_n\) is the abstract user action prediction from \(X_n\) in round \(n\).

Here we list some features [93] for dialogue state classification:

1. The size of the SLU M-best list in the last turn;
2. The entropy of the SLU M-best list in the last turn;
3. The posterior score from the ASR in the last turn;
4. The probability of the top slot-value in each slot;
5. The number of times each slot has appeared in the history;
6. The number of possible negations and confirmations of each slot in the history;
7. The probability a slot-value being confused with another slot-value in each slot.

For classifiers, many machine learning discriminative classifiers can be used, including linear classifiers [15, 93], neural networks [132, 49, 113] and ranking models [176]. Static classifiers are easy to deploy because we can directly use off-the-shelf classification models. However, static classifiers do not consider the transition probability between dialogue states.

**Sequential Classifier**

In this section, we survey the sequential classifiers used in dialogue state tracking. Popular sequential classifiers include CRF, RNN and LSTM. The probability of the current state $\tilde{H}_n$ is defined by

$$
p(\tilde{H}_n|\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) = \frac{1}{Z(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n)} \exp(w^T_{\tilde{H}_n} f(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) + b_{\tilde{H}_n})
$$

where $\tilde{H}_n$ is the dialogue state at round $n$, $\tilde{Y}_n$ is the system action at round $n$, and $\tilde{X}_n$ is the user action predicted by SLU in round $n$.

Lee et al. [74] and Kim et al. [59] use CRF [70] to classify dialogue states by

$$
p(\tilde{H}_n|\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) = \frac{1}{Z(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n)} \exp(w^T_{\tilde{H}_n} f(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) + b_{\tilde{H}_n})
$$

$f(\tilde{H}_n, \tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n)$ is the feature vector for round $n$ (such as n-gram lexical features in the sliding window, state transition features, and other features), $w_{\tilde{H}_n}$ is the associated weight vector, $Z(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) = \sum_{\tilde{H}'} \exp(w^T_{\tilde{H}'} f(\tilde{H}', \tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n) + b_{\tilde{H}'})$ is the softmax normalization term.

Henderson et al. [50, 51] use RNN [44] to classify dialogue states by

$$
h_n = \sigma(W_h h_{n-1} + U f(\tilde{Y}_{n-1}, \tilde{X}_n) + b_h),
$$

$$
p(\tilde{H}_n) = \frac{1}{Z(h_n)} \sigma(w^T_{\tilde{H}_n} h_n + b_{\tilde{H}_n}).
$$
where \( f(\tilde{Y}_{n-1}, \tilde{X}_n) \) is the feature vector calculated in round \( n \). \( \Theta = \{ W_h, U, b_h, W_s, b_s \} \) are parameters to learn. \( Z(h_n) = \sum_{\tilde{H}} \exp(w_{\tilde{H}}^T h_n + b_{\tilde{H}}) \) is the softmax normalization term. CRF can model only a fix context length, while RNN can model context of arbitrary length. As a result, RNN requires more labelled training data to train.

Zilka et al. [187] use LSTM [53] to track dialogue states. The hidden state \( h_n \) is calculated by

\[
\begin{bmatrix}
i_n \\
o_n \\
f_n \\
\hat{c}_n \\
h_n
\end{bmatrix} =
\begin{bmatrix}
\sigma \\
\sigma \\
\sigma \\
\tanh
\end{bmatrix}
W
\begin{bmatrix}
\h_{n-1} \\
\tilde{Y}_{n-1}, \tilde{X}_n
\end{bmatrix},
\]

\[
c_n = f_n \odot c_{n-1} + i_n \odot \hat{c}_n,
\]

\[
h_n = o_n \odot \tanh(c_n),
\]

where \( f(\tilde{Y}_{n-1}, \tilde{X}_n) \) is the feature vector calculated in round \( n \), \( W \in \mathbb{R}^{4d \times 2d} \), \( d \) is the dimension of the extracted feature vector. \( i_t, o_t, f_t, \hat{c}_t, c_t, h_t \) are all vectors in \( \mathbb{R}^d \). The probability of dialogue state \( \tilde{H}_n \) is calculated by

\[
p(\tilde{H}_n) = \frac{1}{Z(h_n)} \sigma(w_{\tilde{H}}^T h_n + b_{\tilde{H}})
\]

where \( Z(h_n) = \sum_{\tilde{H}} \exp(w_{\tilde{H}}^T h_n + b_{\tilde{H}}) \) is the softmax normalization term. Using LSTM can avoid the gradient vanishing problem and the gradient exploding problem in training, and it can model long term dependency better. However, the number of parameters in LSTM is larger, which requires more training data.

**Evaluation for Single Domain DST**

In this section we evaluate and compare the performance of the dialogue state tracking methods.

To evaluate dialogue state tracking algorithms, the predicted dialogue state will be compared with human labelled dialogue state. Two metrics widely used in evaluating dialogue state tracking are accuracy and the L2-norm. The accuracy measures the quality of the top hypothesis, that is whether the top predicted dialogue state is correct. The L2 measure the distance between predicted dialogue state probabilistic distribution with the ground-truth dialogue state probability distribution.

Existing datasets are from a series of challenges called Dialogue State Tracking Challenges. There are DSTC 1 (bus information), DSTC 2 (restaurant information) [47] and DSTC 3 (coffee shop, pub and restaurant) [48]. The DSTC 2 dataset is widely used, many results are reported in Table 3.2.
Table 3.2: Dialogue State Tracking Evaluation of Joint Goals

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Goal</th>
<th>Method</th>
<th>Accuracy</th>
<th>L2</th>
<th>Request</th>
<th>Method</th>
<th>Accuracy</th>
<th>L2</th>
<th>Request</th>
<th>Accuracy</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear CRF</td>
<td>DSTC2</td>
<td></td>
<td></td>
<td>0.601</td>
<td>0.648</td>
<td>0.904</td>
<td></td>
<td>0.155</td>
<td>0.960</td>
<td>0.073</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RNN</td>
<td>DSTC2</td>
<td></td>
<td></td>
<td>0.768</td>
<td>0.346</td>
<td>0.940</td>
<td></td>
<td>0.095</td>
<td>0.978</td>
<td>0.035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>DSTC2</td>
<td></td>
<td></td>
<td>0.72</td>
<td>0.64</td>
<td>0.93</td>
<td></td>
<td>0.14</td>
<td>0.97</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ranking</td>
<td>DSTC2</td>
<td></td>
<td></td>
<td>0.78</td>
<td>0.35</td>
<td>0.95</td>
<td></td>
<td>0.08</td>
<td>0.98</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Static classifiers are easy to deploy because we can directly use off-the-shelf classification models. However, static classifiers do not consider the transition probability between dialogue states.

Sequential classifiers can model the state transition probability and the long-term dependency. However, sequential classifiers have more parameters and require more data.

### 3.3.4 Transfer Learning for Dialogue State Tracking

In this section, we review the multi-domain transfer learning papers for the dialogue state tracking problem. These algorithms can be categorized into feature-based [171, 113] and model-based [99].

1. Feature-based multi-domain dialogue state tracking aims to build general domain-independent features, so that the trained models can be reused in multi-domain setting.

2. Model-based multi-domain dialogue state tracking adapts an general domain-independent tracking model with the domain-dependent data to build a dialogue state tracker for multiple domains.

**Feature-based Multi-domain DST**

Feature-based multi-domain dialogue state tracking aims to build general domain-independent features, so that the trained models can be used in multi-domain setting.

Williams *et al.* [171] propose to use the shared synthetic features. Each instance in domain $i$ has two set of features, one set of parameters is the domain-dependent parameter, the other set is the general domain-independent parameters. The general domain-independent parameters are shared across all domains, so the dialogue knowledge can be transferred across domains. For example, assuming we have 3 domains, the feature vector of an instance in the first domain is like $<f_1, 0, 0, f_1>$, the feature vector in the second domain looks like $<0, f_2, 0, f_2>$, and the feature vector in the third domain looks like $<0, 0, f_3, f_3>$. $f_i$ is the feature vector, and 0 is the zero vector.
with the same size of the feature vector. We can see, knowledge is shared through the last part of
the learned linear classifiers.

Ren et al. [113] propose to share the dialogue state tracking model across different domains by
using a domain-dependent feature set. For each utterance, a joint feature matrix is extracted. In the
joint feature matrix of the utterance, different features are extracted for each domain. The extracted
feature for each target domain is specially designed, so that for different target domains, we can
still use the same tracking model.

Model-based Multi-domain DST

Model-based multi-domain dialogue state tracking adapts an general domain-independent tracking
model with the domain-dependent datasets to build a dialogue state tracker for multiple domains.

Mrkvsic et al. [99] propose to first train a generalize dialogue state tracker RNN for all domains,
then initialize the domain-dependent tracker RNN with this general RNN. The key idea is to use
the delexicalised features before processing, for example, “want available internet” would become
“want tag-slot-value tag-slot-name”. The delexicalised features not only allow knowledge transfer
between domains, but also allow knowledge transfer between fine granularity slots. However, due
to different data distributions in different slots, the model adaptation is still required to get the
general model to work for each slot.

Model comparison for Transfer Learning in DST

Feature-based multi-domain DST methods achieve knowledge transfer by designing domain-independent
features and sharing the same model, which requires careful feature design and lots of human ef-
forts. Model-based multi-domain DST methods allow knowledge transfer between fine granularity
slots, but it can only work on the delexicalised data.
3.4 Module 3: Dialogue Policy (DPL)

A popular model for the dialogue management module is Markov Decision Process (MDP) [14, 76, 152, 125]. The dialogue manager is modelled as a system that tries to achieve a goal through a series of interactions with the user. The information about the current dialogue situation is modelled with a state, and the dialogue manager can choose the optimal system action, then the next dialogue state depends only on the current state and the action taken by the system, which follows Markov assumption. In some situations, due to possible typos and speech recognition errors, the current state of the system cannot be fully determined. The Partially Observable Markov Decision Process (POMDP) [184] is used to model the dialogue policy. At each step, in stead of tracking the ground-truth dialogue state, the POMDP system keep track of a probability distribution on all possible dialogue states. The probability distribution on all possible dialogue states is called a belief state. The belief state is assumed to follow the Markov assumption, which means the next belief state is dependent only on the current belief state and the action taken. The POMDP policy decides the best system action based on the current belief state instead of the true state. Actually, POMDP can be modelled by an MDP in the belief state space.

Based on whether multiple domains are considered, dialogue systems can be categorized into single-domain dialogue systems and multi-domain dialogue systems. Single domain means the training and testing data are in the same domain, and no domain difference is considered. The goal of single domain dialogue management is to learn the optimal dialogue policy in this domain. Multi-domain dialogue systems aim to use the knowledge in a source domain to help the policy learning in the target domain, with the goal of improving the dialogue performance in the target domain.

We organize all policy learning methods into 2 categories:


3.4.1 Problem Definition

In a modular dialogue system, we formulate the dialogue management as a MDP without loss of generality, because a POMDP policy could be represented by a MDP on the belief state. The MDP is defined as $\{H, Y, P, R, \gamma\}$. $H$ are the dialogue states. $Y$ are the replies of the agent, $P$ is the state transition probability function, $R$ is the reward function, $\gamma \in [0, 1]$ is the discounted factor.
At time step $n$, $\tilde{H}_n$ is the dialogue state, $\tilde{Y}_n$ is the agent reply and $r_n$ is the reward. In time step $n$, we assume the SLU and the DST have provided the current state $\tilde{H}_n$, so we can observe $\tilde{H}_n, \tilde{Y}_n$ and $r_n$. The cumulative return is defined as

$$G_n = \sum_{k=0}^{\infty} \gamma^k r_{n+k}$$

and our goal is to find an optimal policy that can maximize the cumulative return.

The dialogue policy decides the best system action $\tilde{Y}_n$ under the current state $\tilde{H}_n$.

1. Input: a dialogue state $\tilde{H}_n$.
2. Output: a system action $\tilde{Y}_n$.
3. Objective function: maximize the expected future cumulative reward.
4. dataset: $< \tilde{H}_n, \tilde{Y}_n, r_n, \tilde{H}_{n+1}>$ for $n = 1, 2, \cdots, N$. For transfer learning problem, there are additional input source domain datasets $< \tilde{H}^s_n, \tilde{Y}^s_n, r^s_n, \tilde{H}^s_{n+1}>$ for $n = 1, 2, \cdots, N^s$.

3.4.2 Single-Domain Dialogue Policy Learning

In this section, we survey the policy learning in a single domain modular dialogue system. Single domain means the dialogue policy is trained and tested in one single domain, and we focus on the dialogue performance in this single domain only.

In dialogue system, a dialogue model is rarely assumed because of the complexity of human dialogue. Of course we can first estimate the transition probability and reward function and then find the optimal policy with model based methods, but in that case the error in the model will propagate to the policy function and might cause bigger error. In this survey, we primarily focus on model-free reinforcement learning methods.

Off-policy reinforcement learning aims to learn an optimal policy when the behaviour policy is different from the learning policy. The learning policy has to learn by “looking over the shoulder of another policy”, and it can learn from a static dataset as well as learning in on-line setting. On-policy learning reinforcement learning learns by interacting with the environment. On-policy learning is more sample-efficient because it can control the next action, but it needs to balance between exploration and exploitation. On-policy learning reinforcement learning requires an interactive environment such as a user simulator, and it has to learn in on-line setting.
There are 3 popular RL-frameworks \[135\] in task-oriented dialogue systems. Based on the formulation of the policies and the value functions, RL-algorithms can be categorized into the following categories.

1. Value-based RL. Policy is represented by action-value function \(Q(\tilde{H}, \tilde{Y})\) (Q-function). The best action is selected by \(\tilde{Y} = \text{arg max}_Y Q(\tilde{H}, \tilde{Y})\). To learn the Q-function of the optimal policy, we iterative improve the policy defined by Q-function in a greedy manner at each time step.

2. Policy-based RL. Policy is directly represented by a policy function \(\pi(\tilde{H}, \tilde{Y}) \sim p(\tilde{Y} | \tilde{H})\). The best action is defined by the policy function \(\tilde{Y} = \text{arg max}_Y, \pi(\tilde{H}, \tilde{Y}')\). To learn the policy function, we can use policy iteration or policy gradient, and the ideas is to maximize the probability of the “good” episodes.

3. Actor critic RL. A Q-function \(Q(\tilde{H}, \tilde{Y})\) and a policy function \(\pi(\tilde{H}, \tilde{Y}) \sim p(\tilde{Y} | \tilde{H})\) are defined simultaneously. The best action can be selected by \(\tilde{Y} = \text{arg max}_Y Q(\tilde{H}, \tilde{Y})\) or \(\tilde{Y} = \text{arg max}_Y, \pi(\tilde{H}, \tilde{Y}')\). To learn the policy function, actor-critic RL uses the estimated action-value function \(Q(\tilde{H}, \tilde{Y})\) rather than the directly observed noisy reward to update the policy function \(\pi(\tilde{Y} | \tilde{H})\), in order to improve the stability.

**Value-based Reinforcement Learning**

The action value function is defined as the expected return starting from state \(\tilde{H}\), taking action \(\tilde{Y}\), and then following policy \(\pi\) by

\[
Q(\tilde{H}_n, \tilde{Y}_n) = \mathbb{E}\left(\sum_{k=0}^{\infty} \gamma^k r_{n+k} | \tilde{H}_n, \tilde{Y}_n\right).
\]

In the batch training setting which does not require exploration, policy can be specified by

\[
\tilde{Y} = \text{arg max}_{\tilde{Y}'} Q(\tilde{H}, \tilde{Y}').
\]

In the on-line on-policy training setting where exploration and exploitation are both needed, the policy can be specified by choosing a best action with probability \(1 - \epsilon\) and choosing a random action with probability \(\epsilon\)

\[
\tilde{Y} = \begin{cases} 
\text{arg max}_{\tilde{Y}'} Q(\tilde{H}, \tilde{Y}') & \text{with probability } 1 - \epsilon \\
\tilde{Y}_{\text{rand}} & \text{with probability } \epsilon 
\end{cases}
\]
There are many methods to learn the Q-function. In the on-line on-policy training scenario, when the environment model is stochastic, number of action is discrete, Sarsa \(^{[25]}\) algorithm can be used to improve the policy by

\[
\tilde{Y}_{n+1} = \max_{\tilde{Y}'} Q(\tilde{H}_{n+1}, \tilde{Y}')
\]

\[
Q(\tilde{H}_{n}, \tilde{Y}_{n}) = Q(\tilde{H}_{n}, \tilde{Y}_{n}) + \alpha (r_n + \lambda Q(\tilde{H}_{n+1}, \tilde{Y}_{n+1}) - Q(\tilde{H}_{n}, \tilde{Y}_{n})).
\]

In the off-line batch training setting, Q-learning \(^{[161]}\) can be used to update the Q-function by

\[
\tilde{Y}_{n+1} = \pi_{\text{action}}(\tilde{H}_{n+1}),
\]

\[
Q(\tilde{H}_{n}, \tilde{Y}_{n}) = Q(\tilde{H}_{n}, \tilde{Y}_{n}) + \alpha (r_n + \max_{\tilde{Y}'} \lambda Q(\tilde{H}_{n+1}, \tilde{Y}') - Q(\tilde{H}_{n}, \tilde{Y}_{n})).
\]

Least square value iteration \(^{[78]}\) can also be used.

Here we introduce 4 kinds of model used to approximate \(Q(\tilde{H}, \tilde{Y})\).

1. Grid-based models. All states \(\tilde{H}_n\) are quantized to \(N_{\tilde{H}}\) discrete states and all actions are quantized to \(N_{\tilde{Y}}\) discrete actions. The Q-function is approximated by a look-up table.

2. Linear regression based models. A feature vector is extracted by \(\phi(\tilde{H}, \tilde{Y})\), the Q-function is approximated by \(\sigma(\phi(\tilde{H}, \tilde{Y})^T w)\).

3. Gaussian process based models. The Q-function is approximated by a Gaussian process model \(Q^\pi(\tilde{H}, \tilde{Y}) \sim GP(0, k((\tilde{H}, \tilde{Y})), (\tilde{H}, \tilde{Y}))\).

4. Neural network based models. A feature vector is extracted by \(\phi(\tilde{H}, \tilde{Y})\), and the Q-function is approximated by neural network \(NN(\phi(\tilde{H}, \tilde{Y}), W)\).

**Value-based RL 1: Grid-based model**

The most simple idea is to use a limited number of discrete finite clusters to approximate the original state and action space. All states \(\tilde{H}_n\) or all belief state vectors \(b_n\) are quantized to \(N_{\tilde{H}}\) discrete states by

\[
\tilde{H}_n = f(\tilde{H}_n)
\]

and all actions \(\tilde{Y}_n\) are quantized to \(N_{\tilde{Y}}\) discrete actions by

\[
\tilde{Y}_n = f(\tilde{Y}_n),
\]

where \(\tilde{H}_n\) is the projected state id, and \(\tilde{Y}_n\) is the projected action id. The action value function \(Q(\tilde{H}, \tilde{Y})\) is represented as a table of size \(N_{\tilde{H}} \times N_{\tilde{Y}}\). The Q-function \(Q(\tilde{H}, \tilde{Y})\) representing the
expected cumulative future reward of taking action \( \tilde{Y} \) under state \( \tilde{H} \) can be calculated by looking up a table as

\[
Q(\tilde{H}, \tilde{Y}) = \text{Table}(\tilde{H}_n, \tilde{Y}_n).
\]

Williams et al. [173, 174], Young et al. [183] and Lefevre et al. [75] use hard or soft clusters to model the Q-function. The authors first use the parsed user utterance \( \tilde{X}_n \) to update the belief state \( b_n \) and then map all possible system action \( \tilde{Y}_n \) to \( Y_n \) with a hand-crafted feature extraction function. Then all belief states \( b_n \) are quantized to \( N_s \) discrete states by

\[
\bar{b}_n = f(b_n)
\]

and all actions are quantized to \( N_a \) discrete actions by

\[
\bar{Y}_n = f(Y_n),
\]

where \( \tilde{H}_n \) is the projected state id, and \( \tilde{Y}_n \) is the projected action id. The value function \( Q(b_n, \tilde{Y}) \) is represented as a table of \( N_s \times N_a \). \( Q(b_n, \tilde{Y}) \) represents the expected cumulative future reward of taking action \( \tilde{Y} \) under belief state \( b_n \).

The policy is specified by

\[
\tilde{Y} = \arg \max_{\tilde{Y}'} Q(b_n, \tilde{Y}').
\]

To learn the optimal Q-function on the quantized state cluster and action cluster, the authors first estimate the transition probability \( p(b'|b, \tilde{Y}) \) with another table of size \( N_s \times N_a \times N_a \) via statistical calculation on the training data. Then the standard value iteration is used to update the approximated policy function on cluster level via

\[
Q(b_n, \tilde{Y}) = r(b_n, \tilde{Y}) + \lambda \sum_{b'} P(b'|b_n, \tilde{Y}) \max_{\tilde{Y}'} Q(b', \tilde{Y}').
\]

This grid-based approximation method is simple, and could work when there are a huge number of states or actions. It can even be used to approximate continuous state or action spaces with limited discrete finite clusters. The following optimization is also easy. However, it is generally hard to decide the number of clusters to used, and such quantization might introduce a lot of noise.

**Value-based RL 2: Linear Model**

Using discrete clusters to approximate a value function might introduce a lot of quantization noise. To deal with this problem, a linear model could be used to approximate the Q-function. With the linear model, the state space and the action space do not need to be quantized into discrete
clusters, thus it can reduce the noise introduced by quantization. First, a feature vector $\phi(\tilde{H}, \tilde{Y})$ is extracted from the state and action pair, then the action value function can be approximated by

$$Q(\tilde{H}, \tilde{Y}) = \sigma(\phi(\tilde{H}, \tilde{Y})^T w)$$

where $w$ is the weight vector of this linear function and $\sigma$ is the activation function.

Li et al. [78] use a linear model to approximate the Q-function $Q(\tilde{H}, \tilde{Y})$, by

$$Q(\tilde{H}, \tilde{Y}) = \sigma(\phi(\tilde{H}, \tilde{Y})^T w).$$

The policy is specified by

$$\tilde{Y} = \arg \max_{Y'} Q(\tilde{H}, \tilde{Y}').$$

The authors use the least square method to train the linear model. The least square algorithm finds a parameter vector $w$ by minimizing the sum-squared error between $Q(\tilde{H}_n, \tilde{Y}_n)$ and target $G_n$. The objective function is

$$LS(w) = \sum_{n=1}^{N} (\sigma(\phi(\tilde{H}_n, \tilde{Y}_n)^T w) - G_n)^2,$$

and the result is found by

$$w = \arg \min_w LS(w).$$

Linear model Q-learning has less quantization error, and it is easy to train. However, the linear model assumes that the Q-function is on a plain, which might be too simple for a real world Q-function. And it requires a set of predefined features.

**Value-based RL 3: Gaussian Process Model**

Traditional models require a large number of dialogues to train, and they are parametric where the basis of policy representation/belief state are hand-designed by human. Gaussian process [41, 33] is non-parametric and it can avoid the limitation when the solution is constraint by the human-chosen basis. The formulation is

$$Q^\pi(\tilde{H}, \tilde{Y}) \sim GP(m(\tilde{H}, \tilde{Y}), k((\tilde{H}, \tilde{Y}), (\tilde{H}, \tilde{Y})))$$

where $m(\tilde{H}, \tilde{Y})$ is the prior mean function and $k((\tilde{H}, \tilde{Y}), (\tilde{H}', \tilde{Y}'))$ is the kernel function. The kernel function $k((\tilde{H}, \tilde{Y}), (\tilde{H}', \tilde{Y}'))$ can be factorized into separate kernels over the state space and the action space by

$$k((\tilde{H}, \tilde{Y}), (\tilde{H}', \tilde{Y}')) = k_s(\tilde{H}, \tilde{H}')k_a(\tilde{Y}, \tilde{Y}').$$
Given training state-action sequences

\[ \mathbf{B} = [(\tilde{H}_0, \tilde{Y}_0), \ldots, (\tilde{H}_n, \tilde{Y}_n)]^T \]

and the corresponding immediate rewards

\[ \mathbf{r} = [r_0, \ldots, r_n]^T, \]

the \( Q^\pi(\tilde{H}, \tilde{Y}) \) for any state-action pair \((\tilde{H}, \tilde{Y})\) is given by

\[
Q(\tilde{H}, \tilde{Y})|\mathbf{B}, \mathbf{r} \sim \mathcal{N}(\bar{Q}(\tilde{H}, \tilde{Y}), \text{cov}((\tilde{H}, \tilde{Y}),(\tilde{H}, \tilde{Y}))),
\]

where the posterior mean is given by

\[
\bar{Q}(\tilde{H}, \tilde{Y}) = k(\tilde{H}, \tilde{Y})^T \mathbf{H}^T (\mathbf{HKH}^T + \sigma^2 \mathbf{HH}^T)^{-1} (\mathbf{r} - \mathbf{m}),
\]

and the covariance is given by

\[
\text{cov}((\tilde{H}, \tilde{Y}),(\tilde{H}, \tilde{Y})) = k((\tilde{H}, \tilde{Y}),(\tilde{H}, \tilde{Y})) - k(\tilde{H}, \tilde{Y})^T \mathbf{H}^T (\mathbf{HKH}^T + \sigma^2 \mathbf{HH}^T)^{-1} \mathbf{H} k(\tilde{H}, \tilde{Y}),
\]

where \( \mathbf{m} = [m(\tilde{H}_0, \tilde{Y}_0), \ldots, m(\tilde{H}_n, \tilde{Y}_n)]^T, \]
\( k(\tilde{H}, \tilde{Y}) = [k((\tilde{H}_0, \tilde{Y}_0),(\tilde{H}, \tilde{Y})), \ldots, k((\tilde{H}_n, \tilde{Y}_n),(\tilde{H}, \tilde{Y}))]^T, \]
\( \mathbf{K} \) is the Gram Matrix \([109], \)
\( \mathbf{H} \) is the band matrix with diagonal \([1, -\gamma], \) and \( \sigma^2 \) is an additive noise factor controlling the variability in the Q-function.

The policy can be constructed based on \( \epsilon \) greedy by

\[
\tilde{Y} = \begin{cases} 
\arg \max_{\tilde{Y}', \tilde{Y}} Q(\tilde{H}, \tilde{Y}') & \text{with probability } 1 - \epsilon \\
\tilde{Y}_{\text{rand}} & \text{with probability } \epsilon 
\end{cases}
\]

However, such random exploration is inefficient. The authors propose another policy, that is to use active learning to explore the space where the model is less certain about, formulated by

\[
\tilde{Y} = \begin{cases} 
\arg \max_{\tilde{Y}', \tilde{Y}} Q(\tilde{H}, \tilde{Y}') & \text{with probability } 1 - \epsilon \\
\arg \max_{\tilde{Y}', \tilde{Y}} \text{cov}((\tilde{H}, \tilde{Y}'), (\tilde{H}, \tilde{Y}')) & \text{with probability } \epsilon 
\end{cases}
\]

To train a Gaussian process, the authors propose to use the on-line SARSA algorithm with the following update function

\[
Q(\tilde{H}_n, \tilde{Y}_n) = Q(\tilde{H}_n, \tilde{Y}_n) + \alpha (r_{n+1} + \lambda Q(\tilde{H}_{n+1}, \tilde{Y}_{n+1}) - Q(\tilde{H}_n, \tilde{Y}_n))
\]

Gaussian process Q-learning is a powerful none-parametric model, and it can void the limitation of a human selected basis. It can be trained with less training sample. However, Gaussian process based models have very high computational complexity and can only process small datasets.
Value-based RL 4: Neural Network model

To deal with non-linearity, some papers propose to use multi-layer neural network to approximate the Q-function as

$$Q(\hat{H}, \hat{Y}) = \text{NN}(\phi(\hat{H}, \hat{Y}), W),$$

where $\phi(\hat{H}, \hat{Y})$ is the feature vector extracted. Daubigney et al. [26] use Multi-Layer Perceptron (MLP) to approximate the Q-function. To specify a policy, the $\epsilon$ greedy is typically used. Finally, the neural network Q-function can be optimized with any gradient-based method.

The neural network Q-learning has better representation ability and it can be trained to fit very complex functions. However, the number of parameters in a neural network is usually large, so it requires more training data to train. If the training data is insufficient, the model will easily over-fit.

In conclusion, Q-learning is easy to use and it does not require an policy function. However, it is not straightforward for it to support stochastic policy. Also, it can not deal with large action space or continuous action space, because finding an optimal action with Q-learning requires the evaluation of all possible actions in the action space.

Policy-based Reinforcement Learning

In Q-learning, selecting the best action requires the evaluation of $Q(\hat{H}, \hat{Y})$ for each action, which is inefficient for a large action space or a continuous action space. To deal with the continuous action space, one way is to directly specify a distribution on action space. Policy iteration is proposed to solve this problem. The core function of policy iteration is the policy function.

For a deterministic model, the policy model is a mapping function from a state $\hat{H}$ to an action $\hat{Y}$ defined as

$$\hat{Y} = \pi(\hat{H}).$$

For a probabilistic policy model, the probability of taking an action $\hat{Y}$ under an state $\hat{H}$ is $\pi(\hat{H}, \hat{Y})$, which is formulated by

$$\pi(\hat{H}, \hat{Y}) = p(\hat{Y} | \hat{H}).$$

To get a stochastic policy from a deterministic model, we can use the $\epsilon$ greedy algorithm as

$$\hat{Y} = \begin{cases} 
\pi(\hat{H}) & \text{with probability } 1 - \epsilon \\
\hat{Y}_{\text{rand}} & \text{with probability } \epsilon 
\end{cases}$$

To get a deterministic policy from a probabilistic policy model, the action can be decided by

$$\hat{Y} = \pi(\hat{H}) = \arg \max_{\hat{Y}'} \pi(\hat{H}, \hat{Y}').$$
To get a stochastic policy from a probabilistic policy model, the best action can be randomly drawn from the probabilistic distribution:

\[ \tilde{Y} \sim \pi(\tilde{H}, \cdot). \]

To train a policy function, we need to specify the loss function first. The averaged expected reward of a policy \( \pi \) on a training trajectory is

\[
J_{\text{avR}}(\theta) = \sum_{\tilde{H}} d^{\pi}(\tilde{H}) \sum_{\tilde{Y}} \pi_{\theta}(\tilde{H}, \tilde{Y}) r_{\tilde{H}} \tilde{Y}
\]

where \( d^{\pi}(\tilde{H}) \) is the stationary distribution for Markov chain for policy \( \pi_{\theta} \). Then we improve the policy by increasing the log-probability of all actions from that episode in proportional to \( r \), which is the goodness of the episode. We are actually maximizing the probability of the “good” episodes. We can iteratively update with the REINFORCE \( ^{[178]} \) algorithm as

\[
\theta = \theta + \alpha \Delta_{\theta} \log \pi_{\theta}(\tilde{H}_n, \tilde{Y}_n) \tilde{G}_n,
\]

where \( \tilde{G}_n \) is an unbiased sample of action value function \( Q(\tilde{H}_n, \tilde{Y}_n) \).

The probability \( \pi(\tilde{H}, \tilde{Y}) \) can be expressed by probability models or other models. Here we introduce 2 kinds of model for \( p(\tilde{Y} | \tilde{H}) \).

1. Softmax function. The policy function is approximated by a softmax function over a linear model, \( \pi_{\theta}(\tilde{H}, \tilde{Y}) \propto \exp(\phi(\tilde{H}, \tilde{Y})^T w) \).
2. Neural network. The policy function is approximated by a neural network with a softmax function. \( \pi_{\theta}(\tilde{H}, \tilde{Y}) \propto \exp(\text{NN}(\tilde{H}, \tilde{Y})) \).

**Policy-based RL 1: Softmax Policy-Iteration**

Jurvcivek et al. \( ^{[58]} \) use a softmax function to approximate the policy function. First, a feature extraction function is used to extract features \( \phi(\tilde{H}, \tilde{Y}) \) from a state and action pair, then the action value function can be approximated by

\[
\pi_{\theta}(\tilde{H}, \tilde{Y}) = \frac{1}{Z(\tilde{H})} \exp(\phi(\tilde{H}, \tilde{Y})^T w),
\]

where \( w \) is the weight vector of this linear function, \( Z(\tilde{H}) = \sum_{\tilde{Y}} \exp(\phi(\tilde{H}, \tilde{Y})^T w) \) is normalization term. To train a softmax policy, we can iteratively update the policy with

\[
\theta = \theta + \alpha \Delta_{\theta} \log \pi_{\theta}(\tilde{H}_n, \tilde{Y}_n) \tilde{G}_n
\]
where $\Delta_\theta \log \pi_\theta(\tilde{H}_n, \tilde{Y}_n)$ is defined as

$$
\Delta_\theta \log \pi_\theta(\tilde{H}_n, \tilde{Y}_n) = (\phi(\tilde{H}_n, \tilde{Y}_n) - \mathbb{E}_{\pi_\theta} \phi(\tilde{H}_n, \cdot)).
$$

**Policy-based RL 2: Neural Network Policy-Iteration**

Su et al. [130] and Wen et al. [166] use a neural network to approximate the policy function, and it is denoted as

$$
\pi_\theta(\tilde{H}, \tilde{Y}) \propto \exp(\text{NN}(\tilde{H}, \tilde{Y})).
$$

The policy network in [130] has one hidden layer and two output softmax layers. The output system action $\tilde{Y}$ contains speech-acts, slots and slot-values. The two output softmax layers are to predict the speech-acts and the slot-values in the predefined dialogue domain.

To train a neural network policy, gradient-based methods such as SGD can be used. It iteratively update the policy with

$$
\theta = \theta + \alpha \Delta_\theta \log \pi_\theta(\tilde{H}_n, \tilde{Y}_n) \tilde{G}_n
$$

where $\Delta_\theta \log \pi_\theta(\tilde{H}_n, \tilde{Y}_n)$ can be calculated by standard back propagation.

In conclusion, policy iteration reinforcement learning has several advantages. It can support stochastic policies and it can deal with a large and continuous action space. However, policy iteration might be unstable due to the direct use of the noisy reward signal. And typically there is no guarantee that a policy iteration algorithm will converge to the global optimal.

**Actor-Critic Reinforcement Learning**

The REINFORCE algorithm in policy iteration uses the noisy sample of action value function $\tilde{G}_n$ to update the policy, which might make the learning very slow. To improve the stability of the policy iteration, Su et al. [130], Jurvcivcek et al. [58] and Misu et al. [96, 97] propose to use the Actor-critic framework [136, 63] in task-oriented dialogue systems. An actor-critic method approximates the true expected reward with a learned Q-function, providing stable gradient for optimizing the policy function. Actor-critic methods require both the action value function model

$$
Q(\tilde{H}_n, \tilde{Y}_n) = \mathbb{E} \left( \sum_{k=0}^{\infty} \gamma^k r_{n+k} | \tilde{H}_n, \tilde{Y}_n \right)
$$

and the policy function model

$$
\tilde{Y} = \pi(\tilde{H}).
$$
The Q-function and the policy function can be approximated by models mentioned in the last two sections. Q-function can be approximated by linear models, Gaussian process models or neural network models. The policy function can be approximated by softmax models or neural network models.

To specify a policy, the best action can be directly drawn from the policy function

\[ \tilde{Y} \sim \pi(\tilde{H}). \]

To specify an on-line algorithm which requires exploration, we can use the \( \epsilon \) greedy defined by

\[ \tilde{Y} = \begin{cases} \arg \max_{\tilde{Y}} \pi(\tilde{H}, \tilde{Y}) & \text{with probability } 1 - \epsilon \\ \tilde{Y}_{\text{rand}} & \text{with probability } \epsilon \end{cases} \]

To train a policy with actor critic, we have to iteratively predict the current policy, and then improve the current policy. To improve the stability of a policy-based method, instead of using the direct noisy reward with great variance, the estimated action-value function \( Q(\tilde{H}, \tilde{Y}) \) is used to update the policy function \( \pi(\tilde{Y}|\tilde{H}) \). To learn the policy function, we use an objective function

\[ J_{avR}(\theta) = \sum_{\tilde{H}} d^{\pi_\theta}(\tilde{H}) \sum_{\tilde{Y}} \pi_\theta(\tilde{H}, \tilde{Y}) Q(\tilde{H}, \tilde{Y}), \]

where \( d^{\pi_\theta}(s) \) is the stationary distribution for Markov chain for policy \( \pi_\theta \). Then we iteratively update the prediction function \( Q(\tilde{H}, \tilde{Y}) \) and policy function \( \pi_\theta(\tilde{H}, \tilde{Y}) \) by

\[ Q(\tilde{H}_n, \tilde{Y}_n) = \alpha (r_{n+1} + \lambda Q(\tilde{H}_{n+1}, \tilde{Y}_{n+1}) - Q(\tilde{H}_n, \tilde{Y}_n)) \]

and

\[ \theta = \theta + \alpha \Delta_\theta \log \pi_\theta(\tilde{H}_n, \tilde{Y}_n) Q(\tilde{H}_n, \tilde{Y}_n). \]

The actor-critic framework improves the policy iteration framework by using an estimated Q-function to substitute the noisy reward signal, so it is typically more stable than the policy iteration. Like the policy iteration, it can deal with a large and continuous action space. However, actor-critic requires the careful choice of two compatible models, one for the Q-function and the other for the policy function.

**Evaluation for Single Domain Dialogue Policy**

To evaluate, the whole dialogue system is tested with the user simulator \([117]\) on various domains such as the Town Information \([144]\) and the Cambridge Restaurant Domain (TopTable) \([41]\). The
Table 3.3: Dialogue Policy Evaluation

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Reward</th>
<th>Success Rate</th>
<th># dialogue turns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Process</td>
<td>TopTable</td>
<td>11.6 ± 0.4</td>
<td>0.912 ± 0.014</td>
<td>6.6 ± 0.2</td>
</tr>
<tr>
<td>Gaussian Process online</td>
<td>TopTable</td>
<td>13.4 ± 0.3</td>
<td>0.968 ± 0.009</td>
<td>6.0 ± 0.1</td>
</tr>
<tr>
<td>NAC [58]</td>
<td>TownInfo</td>
<td>3 ± 0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN based NAC [130]</td>
<td>TopTable</td>
<td></td>
<td>0.91</td>
<td></td>
</tr>
</tbody>
</table>

BUDS [143] state representation is used. Evaluation metrics include the average reward, the success rate and the number of dialogue turns. The results are shown in Figure 3.3.

Q-learning framework is easy to use, and does not require a predefined policy function. However, it is not straightforward for Q-learning to support stochastic policies. And Q-learning can only be applied on situations with small and discrete action spaces, because choosing an optimal action requires an evaluation on every action.

Policy iteration framework does not require the definition of a Q-function, and we can easily define a stochastic policy based on the policy function. It can deal with large and continuous action spaces. However, the optimization of policy iteration can be unstable because the noisy reward in the dataset is directly used. And usually there is no guarantee that the policy iteration converges to the global optimal.

Actor-critic framework improves the policy iteration framework by using an estimated Q-function instead of the noisy reward signal, so it is typically more stable than the policy iteration. Like the policy iteration, it can deal with large and continuous action spaces. However, actor-critic requires the careful choice of two compatible models, one for the Q-function and the other for the policy function.

Then we compare different RL-frameworks qualitatively in Table 3.4. The comparison of different approximation models in Q-learning is summarized in Table 3.5.

Table 3.4: RL-framework Qualitative Comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>Q-Learning</th>
<th>Policy-Iteration</th>
<th>Actor-Critic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core-Function</td>
<td>$Q(s, a)$</td>
<td>$\pi(s, a)$</td>
<td>$Q(s, a)$ and $\pi(s, a)$</td>
</tr>
<tr>
<td>State Space</td>
<td>Discrete and Continuous</td>
<td>Discrete and Continuous</td>
<td>Discrete and Continuous</td>
</tr>
<tr>
<td>Action Space</td>
<td>Discrete</td>
<td>Discrete and Continuous</td>
<td>Discrete and Continuous</td>
</tr>
<tr>
<td>Policy</td>
<td>Deterministic</td>
<td>Deterministic and Stochastic</td>
<td>Deterministic and Stochastic</td>
</tr>
<tr>
<td>Test Speed</td>
<td>Slow, require $Q(s, a)\forall a$</td>
<td>Fast, sample $a \sim \pi(s, a)$</td>
<td>Fast, sample $a \sim \pi(s, a)$</td>
</tr>
<tr>
<td>Convergence</td>
<td>Stable</td>
<td>Unstable</td>
<td>Stable</td>
</tr>
</tbody>
</table>
### Table 3.5: Model comparison for Q-learning

<table>
<thead>
<tr>
<th>Method</th>
<th>Grid</th>
<th>linear</th>
<th>Gaussian Process</th>
<th>Neural Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of parameter</td>
<td>Small</td>
<td>Small</td>
<td>Linear to size of training data</td>
<td>Big</td>
</tr>
<tr>
<td>Representation ability</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Very High</td>
</tr>
<tr>
<td>Training method</td>
<td>Statistics</td>
<td>Gradient-based</td>
<td>Not required</td>
<td>Gradient-based</td>
</tr>
<tr>
<td>Testing speed</td>
<td>Fast</td>
<td>Fast</td>
<td>Slow, scan the whole training set</td>
<td>Medium</td>
</tr>
</tbody>
</table>

### 3.4.3 Transfer Learning for Dialogue Policy Learning

In this section, we survey the multi-domain transfer learning papers for the dialogue policy learning problem. Multi-domain transfer learning aims to use the knowledge in one domain to help the policy learning in the target domain, and the problem focuses on improving the dialogue performance in the target domain only. Here different domains [36, 35, 37, 38, 34, 158, 160] can be dialogues with different target tasks. Also, dialogues with different persons [20, 42, 8, 60] can be viewed as different domains since the data from different persons have different distributions. Here, we focus on the transfer learning-based reinforcement learning methods.

Most methods are based on the Q-learning framework. Based on the model used to approximate the Q-function, we categorize these works into linear model based, Gaussian process transfer and Bayesian committee machine transfer.

1. **Linear model transfer for Q-learning.** A simple and computational efficient model, but its use is limited to the case when the source domain data and the target domain data have the same feature space.

2. **Gaussian process transfer for Q-learning.** A powerful none-parametric model that can deal with data in different feature spaces, but in this case the source domain and the target domain have to share some common slots.

3. **Bayesian committee machine transfer for Q-learning.** A powerful ensemble model based on the Gaussian process that can transfer when the source domain and target domain have no common slots. An entropy-based cross-domain kernel function is used to transfer knowledge from a source domain to a target domain.

Most of the existing transfer learning methods are based on transferring state-action pairs from the source to the target domain. The data points in the source domain are weighted by their similarity to the target domain data points. The core problem is how to determine the similarities of cross-domain data points.
**Linear Model transfer for Q-learning**

Genevay *et al.* [42] propose to transfer a linear model. The task is to adapt an existing user model to a new user. A feature extraction function is used to extract feature vector $\phi(\tilde{H}, \tilde{Y})$ from the state and action pair, then the action value function can be approximated by

$$Q(\tilde{H}, \tilde{Y}) = \sigma(\phi(\tilde{H}, \tilde{Y})^T w),$$

where $\phi(\tilde{H}, \tilde{Y})$ is the feature vector for the state-action pair $(\tilde{H}, \tilde{Y})$, $w$ is the weight vector of this linear function, and $\sigma$ is the activation function.

The authors propose to select only transitions that are far enough from the target domain. For each trajectory in the source domain $<\tilde{H}^s, \tilde{Y}^s, \tilde{H}^{s'}_s, r^s>$, if there exist a trajectory in the target domain $<\tilde{H}, \tilde{Y}, \tilde{H}', r'>$ whose $\tilde{Y} = \tilde{Y}^s$ and $||\tilde{H} - \tilde{H}^s|| \leq \eta$, then this source trajectory $<\tilde{H}^s, \tilde{Y}^s, \tilde{H}^{s'}, r^s>$ will not be transferred to the target domain. The policy will be initially trained on the selected source data points $D^s = \{<\tilde{H}^s, \tilde{Y}^s, \tilde{H}^{s'}, r^s>\}$

$$w_{\text{init}} = \arg \min_{w'} L^s(w', D^s = \{<\tilde{H}^s, \tilde{Y}^s, \tilde{H}^{s'}, r^s>\}).$$

Then the policy parameters are transferred to the target domain and continue to be updated on the target domain data $D = \{<\tilde{H}, \tilde{Y}, \tilde{H}', r>\}$.

In [42], the task is to adapt an existing user model to a new user. The similarities between the source domain and the target domain $||\tilde{H} - \tilde{H}^s||$ are calculated based on a set of predefined features.

1. The constant feature 1.
2. The utility loss between the last proposed time-slot and the next one.
3. The square of the previous feature.
4. The number of time-slots which can still be proposed.
5. The length of the dialogue.
6. The speech recognition score.

Linear model transfer for Q-learning is a simple and efficient algorithm, but it can only transfer when the source and target data have the same feature space.
Gaussian Process transfer for Q-learning

In \cite{36, 35, 37, 38, 34}, the authors use a Gaussian process model for Q-function, which is defined as

\[ Q^\pi(\tilde{H}, \tilde{Y}) \sim \mathcal{GP}(m(\tilde{H}, \tilde{Y}), k((\tilde{H}, \tilde{Y})), \tilde{H}, \tilde{Y})) \]

where \( m(\tilde{H}, \tilde{Y}) \) is the prior mean function and \( k((\tilde{H}, \tilde{Y}),(\tilde{H}', \tilde{Y}')) \) is the kernel function. The kernel function \( k((\tilde{H}, \tilde{Y}),(\tilde{H}', \tilde{Y}')) \) can be factorized into separate kernels over the state space and the action space via

\[ k((\tilde{H}, \tilde{Y}),(\tilde{H}', \tilde{Y}')) = k_{\tilde{H}}(\tilde{H}, \tilde{H}')k_{\tilde{Y}}(\tilde{Y}, \tilde{Y}'). \]

Given training state-action sequences \( B = [(\tilde{H}_0, \tilde{Y}_0), \ldots, (\tilde{H}_n, \tilde{Y}_n)]^T \) and the corresponding immediate rewards \( r = [r_0, \ldots, r_n]^T \), the Q-function \( Q^\pi(\tilde{H}, \tilde{Y}) \) for any state-action pair \((\tilde{H}, \tilde{Y})\) is given by

\[ Q(\tilde{H}, \tilde{Y})|B, r \sim \mathcal{N}(\bar{Q}(\tilde{H}, \tilde{Y}), \operatorname{cov}(\tilde{H}, \tilde{Y})(\tilde{H}, \tilde{Y}))) \]

where the posterior mean is given by

\[ \bar{Q}(\tilde{H}, \tilde{Y}) = k(\tilde{H}, \tilde{Y})^T H^T (KH + \sigma^2 H^T)^{-1}(r - m), \]

and the covariance is given by

\[ \operatorname{cov}(\tilde{H}, \tilde{Y}), (\tilde{H}, \tilde{Y})) = k((\tilde{H}, \tilde{Y}),(\tilde{H}, \tilde{Y})) - k(\tilde{H}, \tilde{Y})^T H^T (KH + \sigma^2 H^T)^{-1}H k(\tilde{H}, \tilde{Y}), \]

where \( m = [m(\tilde{H}_0, \tilde{Y}_0), \ldots, m(\tilde{H}_n, \tilde{Y}_n)]^T, k(\tilde{H}, \tilde{Y}) = [k((\tilde{H}_0, \tilde{Y}_0),(\tilde{H}, \tilde{Y})), \ldots, k((\tilde{H}_n, \tilde{Y}_n),(\tilde{H}, \tilde{Y}))]^T, K \) is the Gram Matrix \(\cite{109}\), \( H \) is the band matrix with diagonal \([1, -\gamma] \) and \( \sigma^2 \) is an additive noise factor controlling the variability in the Q-function.

To transfer a Gaussian process policy, there are basically 2 kinds of method.

1. \( \bar{Q}(\tilde{H}, \tilde{Y}) \) Mean function transfer. Gavsic et al. \cite{34, 35, 36, 38} propose to directly transfer source data points to the target domain, to help build a better Q-function \( \bar{Q}(\tilde{H}, \tilde{Y}) \). Gavsic et al. \cite{37, 38} and Casanueva et al. \cite{20} propose to use the mean function from the source domain as a prior on the target domain.

2. \( \operatorname{cov}(\tilde{H}, \tilde{Y}),(\tilde{H}, \tilde{Y})) \) Covariance Function transfer. Gavsic et al. \cite{37, 38, 34, 36, 35} and Casanueva et al. \cite{20} propose to define kernel functions on state-action pairs from different domains.
We can see that, both the mean function $\bar{Q}(\tilde{H}, \tilde{Y})$ and the covariance function $cov((\tilde{H}, \tilde{Y}), (\tilde{H}, \tilde{Y}))$ depend on the cross-domain kernel function $k((\tilde{H}, \tilde{Y}), (\tilde{H}', \tilde{Y}'))$, so the cross-domain kernel function is the core of the transfer learning. Based on different definitions of kernel functions, we have different kinds of transfer method.

**Cross-domain kernel function**

In [38], only the common slots in the basic domain $S$ are used, slots not appeared in the source domain $S$ are discarded. The belief state is defined according to BUDS [144], and the cross-domain kernel function is

$$k_H(\tilde{H}^s, \tilde{H}) = \sum_{s \in S} <\tilde{H}^s_s, \tilde{H}_s>$$

where $s$ are slots in the basic domain $S$. The kernel function between a source speech-act $a^s$ and a target speech-act $a$ is defined as

$$k_A(a^s, a) = \begin{cases} \delta_{a^s}(a) & a \in A^s \\ 0 & a \notin A^s \end{cases}$$

where $A^s$ and $A^t$ are the collection of speech-acts in the source and the target domains respectively, and $\delta_{a^s}(a)$ is the kernel function defined in the source domain.

In [37], the kernel function is predefined. The authors define the cross-domain kernel function based on the common slots in the basic and the extended domains. For slots only appeared in the extended domain, the most similar slots are used to calculate the kernel function. The kernel is defined as

$$k_H(\tilde{H}^s, \tilde{H}) = \sum_{s^s \in S} <\tilde{H}^s_s, \tilde{H}_s> + \sum_{s^t \notin S} <\tilde{H}^{|s^t|}_t, \tilde{H}_s>$$

where $s^s$ are slots in the basic domain $S$, $s^t$ are slots in the extended domain $T$, the function $l : T \rightarrow S$ finds a basic domain slot $l(s^t)$ that is most similar to the extended domain slot $s^t$. The kernel function for actions is defined as

$$k_a(a^s, a) = \begin{cases} \delta_{a^s}(a) & a \in A^s \\ \delta_{a^s}(L(a)) & a \notin A^s \end{cases}$$

where the function $L : A^t \rightarrow A^s$ maps an action that does not exist in the source domain to a replacement action in the source domain, and $\delta_{a^s}(a)$ is the kernel function defined in the source domain.

In [20], where the source domain and the target domain are from different persons with the same set of slots, the authors propose to use additional features to determine the kernel

$$k((\tilde{H}^s, \tilde{Y}^s), (\tilde{H}, \tilde{Y})) = k_H(\tilde{H}^s, \tilde{H})k_Y(\tilde{Y}^s, \tilde{Y})k_H(1^s, 1)$$
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where \( l_s \) is the acoustic feature vector for the state-action pair in the source domain and \( l_t \) is the feature vector in target domain. Now the kernel depends on some external features, which could help better calculate the cross-domain data similarity.

Gavsic et al. [34] propose to build a distributed policy for each node in the knowledge graph. A dialogue policy is decomposed into a set of topic specific policies that are distributed across the class nodes in the graph. The root node in the knowledge graph is general for all its children nodes, so the policy in this root node can work for all sub-domains. And as more data from specific sub-domains (leaf nodes) are collected, the policies in the sub-domain can be improved without affecting the performance of the dialogue. The authors propose to match only the common slots first with

\[
k_{H}(\tilde{H}^s, \tilde{H}) = \sum_{s \in S \cup T} < \tilde{H}^s, \tilde{H}_s >
\]

and

\[
k_A(a^s, a) = \begin{cases} \delta_{a^s}(a) & a \in A^s \\ 0 & a \notin A^s \end{cases}
\]

where \( \delta_{a^s}(a) \) is the kernel function defined in the source domain. If there is no common slots, the none-matching slots are renamed to be “slot-1”, “slot-2” and treated as abstract slots. Abstract slots in the source domain and the target domain are matched one-by-one in order, if these abstract slots have different cardinalities, slots with a shorter vector is padded with zeros.

Gaussian process transfer for Q-learning does not assume a completely identical feature space in the source domain and the target domain, and it is a non-parametric method. However, Gaussian process transfer still assumes that there are common slots between the source and target domains. Also Gaussian process transfer is computationally expensive, thus it could not support large training datasets.

**Bayesian Committee Machine Transfer for Q-learning**

Previous methods assume the existence of common slots, however this assumption is not always true. When there is no common slots, we can use the Bayesian committee machine to transfer a dialogue policy. The Bayesian committee machine is an approach to combine policies trained on different datasets in different domains. Bayesian committee machine is particularly suitable for Gaussian process models [145]. Gavsic et al. [36, 35] use this model to combine different Q-functions learned from different datasets.

A Bayesian committee machine is a Gaussian process, of which the combined mean function
\( \bar{Q}(\bar{H}, \bar{Y}) \) is calculated as
\[
\bar{Q}(\bar{H}, \bar{Y}) = \Sigma^Q(\bar{H}, \bar{Y}) \sum_{i=1}^{M} \Sigma_i^Q(\bar{H}, \bar{Y})^{-1} Q_i(\bar{H}, \bar{Y}),
\]
and the covariance function \( \Sigma_i^Q \) is calculated as
\[
\Sigma^Q(\bar{H}, \bar{Y})^{-1} = -(M - 1) \ast k((\bar{H}, \bar{Y}), (\bar{H}, \bar{Y}))^{-1} + \sum_{i=1}^{M} \Sigma_i^Q(\bar{H}, \bar{Y})^{-1},
\]
where \( M \) is the number of policies in the Bayesian committee machine, \( Q_i(\bar{H}, \bar{Y}) \) is the Q-function of the \( i \)-th policies, \( \bar{Q}_i \) is the mean of \( Q_i(\bar{H}, \bar{Y}) \) and \( \Sigma_i^Q \) is the covariance of \( Q_i(\bar{H}, \bar{Y}) \). Note that \( Q_i(\bar{H}, \bar{Y}) \) is trained on a set of state-action and reward pairs \( r_i, B_i \) for \( i \in \{1, \cdots, M\} \).

To evaluate a state-action pair \((\bar{H}, \bar{Y})\), the Bayesian committee machine requires this state-action pair to be predicted by all \( Q_i(\bar{H}, \bar{Y}) \), for \( i \in 1, \cdots, M \). So a kernel function has to be defined between state-action pairs in different domains.

In [36], the policy \( Q_i \) is trained on the domain data \( r_i \) and \( B_i \), different policies are trained separately. In [35], the authors propose to train different \( Q_i \) in parallel via reinforcement learning. Training is done by distributing rewards of the whole Bayesian committee machine to each individual policy in different domains. They propose 3 different methods for distributing the rewards.

Like the Gaussian process, the cross-domain kernel function \( k((\bar{H}, \bar{Y}), (\bar{H}', \bar{Y}')) \) is the core of the transfer learning method.

**Entropy-based kernel function** In [36, 35], no shared slots are assumed in the source domain and target domains. The source and target slots are matched one-by-one based on the normalized entropy ranking index.

For each slot \( s \), the normalized entropy \( \eta \) is calculated by
\[
\eta(s) = -\sum_{v \in V_s} \frac{p(s = v) \log(p(s = v))}{|V_s|}
\]
where \( v \) is the slot-value from a slot-value set \( V_s \), \( |V_s| \) is the total number of slot values in slot \( s \) and where \( p(s = v) \) is the empirical probability for an entity having slot value \( v \) in slot \( s \). For example, if all restaurants have “area=centre”, then the area slot has a normalized entropy equal to 0. The normalized entropy measures how useful a slot is in a dialogue.

For each domain \( c \in \{S, T\} \), the slots are sorted based on their normalized entropy so that \( \eta(s_i^c) \geq \eta(s_j^c) \) for \( i \leq j \) in domain \( c \). The kernel function between source domain \( S \) and target domains \( T \) is calculated in the following ways:
1. Iteratively, for \( s_i^c \) in domain \( c \in \{S, T\} \) when the index \( i \) of the ordered list satisfies \( i \leq \min(|S|, |T|) \) (\(|c|\) denotes the number of slots in domain \( c \)): Match the corresponding elements of belief state and actions, padding with zeros as necessary.

2. Otherwise if \( i > \min(|S|, |T|) \), disregard the elements of the belief state relating to unpaired slots \( j \) and if one of the actions is related to slot \( j \), consider the action kernel to be 0.

The Bayesian committee machine does not assume the existence of common slots in the source and target domains, instead an entropy-based cross-domain kernel function is defined, which can estimate the data similarity between different domains. However, each of the committee is a Gaussian process model, which is still computationally expensive, and thus it could not support large datasets.

**Evaluation for Multi-domain dialogue policy**

In this section we compare and discuss the advantages and disadvantages of different multi-domain policies. The algorithms are tested with user simulators.

The dataset used in the evaluation are

1. SFR: restaurant in San Francisco.
2. SFH: hotel in San Francisco.
3. L11: laptop with 11 properties.

The evaluation metrics used are

1. Reward: 20 reward at the end of each successful dialogue, −1 for each dialogue turn to encourage shorter conversation.
2. Success Rate: Ratio of conducting successful dialogues.
3. Number of Turns: The number of dialogue turns before completing a task.

We first report the qualitative performance comparison results, the results are in Table 3.6.

Then we compare different methods qualitatively in Table 3.7.

The linear model transfer for Q-learning method is simple and efficient, and it can easily support very large training datasets. However, this method can only be applied when the source domain and the target domain have the same feature space.
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Table 3.6: Transfer Performance Comparison

<table>
<thead>
<tr>
<th>Test Dataset</th>
<th>Train</th>
<th>Reward</th>
<th>Success</th>
<th>#Turn</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFR [34] Generic</td>
<td>SFR + SFH</td>
<td>8.58 ± 0.15</td>
<td>86.21 ± 0.68</td>
<td>8.52 ± 0.07</td>
</tr>
<tr>
<td>SFR [34] In-domain</td>
<td>SFR + SFH</td>
<td>8.68 ± 0.15</td>
<td>86.67 ± 0.67</td>
<td>8.54 ± 0.07</td>
</tr>
<tr>
<td>SFR [34] Adapted</td>
<td>SFR + SFH</td>
<td>9.62 ± 0.30</td>
<td>89.60 ± 1.90</td>
<td>8.24 ± 0.19</td>
</tr>
<tr>
<td>SFR [36, 35] Generic</td>
<td>SFR + SFH + L11</td>
<td>6.32 ± 0.21</td>
<td>72.04 ± 0.89</td>
<td>8.05 ± 0.08</td>
</tr>
<tr>
<td>SFR [36, 35] In-domain</td>
<td>SFR + SFH + L11</td>
<td>5.73 ± 0.21</td>
<td>68.17 ± 0.92</td>
<td>7.89 ± 0.08</td>
</tr>
<tr>
<td>SFR [36, 35] MBCM</td>
<td>SFR + SFH + L11</td>
<td>7.37 ± 0.20</td>
<td>76.60 ± 0.83</td>
<td>7.92 ± 0.08</td>
</tr>
</tbody>
</table>

Table 3.7: Transfer Setting Qualitative Comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>Common Features</th>
<th>Common Slot</th>
<th>No Common Slot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear-Feature [42]</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP-kernel [34, 20]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>MBCM [36, 35]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The Gaussian process transfer does not require the source and target domains to share the same feature space, and it is a non-parametric method, which is more flexible. However, the Gaussian process transfer assumes the existence of common slots in the source and target domains, which makes it computationally expensive and it could not support very large training datasets.

The Bayesian committee machine does not assume the existence of common slots in the source and target domains, instead an entropy-based cross-domain kernel function is defined, which can estimate the data similarity between different domains. However, each of the committee is still a Gaussian process, which is computationally expensive and could not support large training datasets.
3.5 Module 4: Natural Language Generation (NLG)

In this section we introduce the Natural Language Generation (NLG).

3.5.1 Problem Definition

Natural language generation aims to convert a system action into an appropriate sentence. A system action $\tilde{Y}_n$ consists of a dialogue speech-act $a_n$ and a set of attribute-value pairs $s_n = \{s_i = v_i\}_{i=1}^l$.

1. Input: A dialogue speech-act and slot values $\tilde{Y}_n = \{a_n, s_n = \{s_i = v_i\}_{i=1}^l\}$ where $a_n$ is the dialogue speech-act and $s_i$ and $v_i$ are the name and value of the $i$-th attribute.

2. Output: The final system response sentence $Y_n$.

3. Objective: Generate text response with adequacy, fluency, readability and variation.

3.5.2 Single Domain Natural Language Generation

There are basically 3 kinds of method in single domain NLG.

1. Traditional Sentence Planning and Surface Realization. The language generation is separated into 2 independent parts. The sentence planning is to convert a structured system action into an intermediate representation such as a sentence planning tree, and the surface realization converts the intermediate representation to a final text sentence.

2. Corpus-based. Corpus-based methods learn a part of the generation decision from the data corpus, which can reduce the need of human knowledge and heuristic.

3. Neural Network based. Neural network based methods learn to directly generate the final sentence word by word, without explicit models of sentence planning and surface realization. No intermediate representation is generated by this kind of method.

Sentence Planning and Surface Realization based NLG

The language generation is separated into 2 independent parts. Firstly, the sentence planning is to convert a structured system action into an intermediate representation such as a sentence planning tree. Then the surface realization converts the intermediate representation to the final text sentence.
Walker et al. [154] and Stent et al. [129] propose to use sentence planning and surface realization to generate natural languages, then they rank all candidates with statistical methods. The Figure 3.4 shows an example sentence planning tree for the sentence “Leaving on September the 1st. What time would you like to travel from Newark to Dallas?” The input system action is firstly converted into a sentence planning tree. Each leave node of the tree is a elementary system action, such as “request(depart-time)” in the airport domain. Two nodes are repeatedly merged into an interior node, and each merge uses one of the merge operation defined in the “Deep-Syntactic Structure”. The list of all available merge operations are shown in Figure 3.5. The operations are Merge, Merge-general, Soft-Merge, Soft-Merge-General, Conjunction, Relative-clause, Adjective, Period and Random-Cueword. The root node of the tree represents a complete generated sentence. In this paper, the merging order can be arbitrary. The surface realization converts each node to human readable text recursively. The elementary system action is converted into a sentence by a human defined rule set. Two children sentences are merged into one parent sentence by following the rules in “Deep-Syntactic Structure”.

Belz et al. [13] propose to use statistical models to learn the most likely context-free derivation for sentence planning given a corpus. Stent et al. [128] propose to automatically extract sentence plan construction rules from the public corpus. These extracted rules use only domain-independent features, making them able to generalize.

Conventional dialogue generation consists of sentence planning and surface realization, and most of the system are hand-crafted. The advantage is the intermediate representation has clear meaning and we can easily incorporate human knowledge into the system. However, such a system requires much corpus labelling and is expensive to build, and it has limited linguistic coverage. As a result, the hand-crafted components can hardly be reused in other tasks.
Corpus-based NLG

Corpus-based NLG aims to learn generation decisions from the data, which can reduce the system’s dependency on the human heuristic or rules.

The class based N-gram model [101] is proposed for language modelling, and Ratnaparkhi et al. [110] propose some variants of this language model.

Mairesse et al. [86] propose a phase-based NLG system on top of a factored language model. It can learn from semantically aligned corpus. A system action is represented by a set of unordered mandatory semantic stacks, where each semantic stack is a piece of information that must be con-
Figure 3.7: Ordered Mandatory Semantic Stack are in bold [86].

veyed in the generated sentence. The whole process is a sequence of searches conditioned on the system action, shown in Figure 3.6. In order to simplify the conditional probability, only the last 2 time steps are considered in the generation process. Given a set of unordered mandatory semantic stacks \( q = \{s_i, v_i\}_{i=1}^l \), the model firstly samples the most likely ordered mandatory semantic stack sequence \( \hat{q} \) with an independent learned model via

\[
\hat{q} = \arg \max_P (\hat{q}|q)
\]

and

\[
P(\hat{q}|q) = \prod_{i=1}^N P(\hat{q}_i|q_{i-1}, q_{i-2}).
\]

The full sequence of a semantic stack \( q \) is shown in Figure 3.7 and it contains the ordered mandatory semantic stack sequence \( \hat{q} \) as a sub-sequence. Then \( q \) is generated with another learned model as

\[
q = \arg \max_P (q|\hat{q}),
\]

and

\[
P(q|\hat{q}) = \prod_{i=1}^N P(q_i|\hat{q}_{i-1}, \hat{q}_{i-2}).
\]

Finally a sequence of words is generated conditioned on the full sequence of semantic stacks \( q \) by

\[
Y = \arg \max_P (Y|q),
\]

and

\[
P(Y|q) = \prod_{i=1}^N P(y_i|q_{i-1}, q_{i-2}).
\]
Angeli et al. [4] propose to use log-linear models to rank and find the most suitable template for realization. The authors break the generation process into a set of 3 hierarchical decisions. The first one is the record selection, which is to select the record to talk about based on the dialogue state. The second one is the field decision, which is to select the field of the records to talk about. The final one is the template decision, which is to select a template to express the meaning. For each decision, the authors propose to train a log-linear classifier on top of a set of domain-independent features.

Kondadadi et al. [64] propose to use SVM [22] ranking models for all steps of the NLG process including sentence planning and surface realization. The authors propose 4 steps. The first step is to pre-process and extract templates, the second step is to build conceptual units such as company, time and date. The second step is semi-automatic and requires the help of a human expert. The third step is to extract various predefined features. The final step is to train a SVM ranking model based on the extracted features. It is shown that the SVM ranker can make the final result comparable to the performance of a human-authored text.

Corpus-based methods can learn part of the generation decision from data corpus, which can reduce the required human efforts and are less expensive. Statistical learning also makes the corpus-based methods prone to noise. However, the surveyed corpus-based models can only deal with a fixed length of context. As a result it might generate incoherent sentence if no enough context is considered.

**Neural Network based NLG**

Neural network based models use neural networks to directly generate natural language word by word, without explicit modelling the sentence planning and surface realization processes. The neural network can model context of arbitrary length. The whole model is almost automatic and requires no human heuristic or rules.

Mikolov et al. [94] propose to use a RNN [44] model for language modelling. It can model context of arbitrary length, and it is simple and can be trained on many domains. The hidden state vector the $t$-th word is

$$h_t = \sigma(W_h h_{t-1} + U y_t + b_h),$$

and the probability of generating the current word $y_t$ conditioned on all the history is defined as

$$p(y_t|y_{<t}) = \frac{1}{Z(h_t)} \sigma(w_{yt}^T h_t),$$
where $y_t$ is the word embedding vector of $y_t$. $\Theta = \{W_h, U, b_h, W_y\}$ are parameters to learn, and $Z(h_t) = \sum_{y'} \exp(w_{y'}^T h_t)$ is the softmax normalization term.

Mikolov et al. [95] propose several ways to reduce the number of parameters in the RNNLM. The idea is to factorize the conditional dependency by assuming each word $y_t$ belongs to a specific class $c_{y_t}$. In the generation process, instead of directly generating a word, the model first decides the class and then generates the specific word based on the selected class via

$$p(y_t|y_{<t}) = p(y_t|c_{y_t})p(c_{y_t}|y_{<t})$$

where $y_t$ is the $t$-th word in the generated sentences, and $c_{y_t}$ is the class of the word $y_t$.

Wen et al. [164] propose to combine a semantically conditioned RNN sentence generation with a CNN and a RNN ranker. The conditional vector $s_n$ is a system action one-hot vector, where each segment of $s_n$ corresponds to a one-hot representation of an attribute in the system action $\tilde{Y}_n$, e.g., “<food>”. $s_n$ is used to control the generation process, in order to ensure all information is included in the generated sentence and to reduce information repetition. Firstly, an RNN is used to generate a set of delexicalised sentences, as in Figure 3.8.

![Figure 3.8: Conditional RNN architecture][164]

The hidden state is defined as

$$h_t = \sigma(W_h h_{t-1} + U y_t + W_d s_t)$$

and the probability of generating the next word $y_t$ is

$$p(y_t|y_{<t}) = \frac{1}{Z(h_t)} \sigma(w_{y_t}^T h_t),$$

where $y_t$ is the $t$-th word in the generated sentence, $y_t$ is the word embedding vector of $y_t$, $\sigma$ is the activation function, and $Z(h_t) = \sum_{y'} \exp(w_{y'}^T h_t)$ is the softmax normalization term. Note that all words has been delexicalised before the process. The conditioning vector $s_t$ is a gated version of

---

[164]: https://example.com/image.png
the input conditional vector \( s_n \). The conditional vector \( s_n \) can be split into multiple segments where each segment \( s_s \) corresponds to a slot \( s \) in the dialogue domain. The content of each segment is updated by

\[
s_{s,t} = s_s \odot \delta^{t-t_s}
\]

where \( t_s \) is the time when slot \( s \) first appears in the generated sequence, \( \delta \) is the decay factor, and \( \odot \) is element-wise multiplication. The idea is to decay the probability of generating the slot \( s \) after it first appear, in order to avoid repetition.

Secondly, a CNN is trained to extract discriminative features with respect to the action type and the attribute value, then a ranking model is applied on the generated sentence candidates. Thirdly, a reverse direction RNN language model is used to score all generated sentences. Although the bidirectional RNN shows promising performance, but it is not straight forward to use in the sequential generation process. Finally, various ranking methods are considered simultaneously to decide the best generated sentence. However in the generation process, a heuristic function is still required to control the conditional vector \( f_t \). If some attribute values cannot be delexicalised effectively, the after ranker will easily make mistakes.

![Figure 3.9: SC-LSTM architecture](image)

Wen et al. [169] propose to use a conditional LSTM [53] for natural language generation, the architecture of which is shown in Figure 3.9. The conditional vector \( s_n \) is a dialogue slot one-hot
vector, where each segment of $s_n$ corresponds to a one-hot representation of an attribute slot in the system action $\hat{Y}_n$, e.g., “(food)”. An additional control gate $r_t$ is introduced to control the masking vector of the conditional vector $s_t$ at each time step $t$, instead of using a heuristic function. The model can be trained on unaligned datasets. The five control gates are calculated as

$$
\begin{bmatrix}
i_t \\
o_t \\
f_t \\
r_t \\
\hat{c}_t
\end{bmatrix} =
\begin{bmatrix}
\sigma \\
\sigma \\
\sigma \\
\sigma \\
tanh
\end{bmatrix} W \begin{bmatrix} h_{t-1} \\ y_t \end{bmatrix},
$$

where the speech-act conditional vector $s_t$ for word $t$ is defined as

$$s_t = r_t \odot s_{t-1},$$

$$c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t + \tanh(W_{dc} s_t),$$

and

$$h_t = o_t \odot \tanh(c_t),$$

where $W \in \mathbb{R}^{5d \times 2d}$, $d$ is the dimension of word embedding. $i_t$, $o_t$, $f_t$, $r_t$, $\hat{c}_t$, $c_t$, $h_t$ are all vectors in $\mathbb{R}^d$. $y_t$ is the embedding vector for word $y_t$.

To generate natural language responses based on the hidden state vector $h_t$, the decoding process is defined as follows

$$p(y_t|h_t) = \frac{\exp(f(h_t, y_t))}{\sum_{y'} \exp(f(h_t, y'))}$$

where

$$f(h_t, y_t) = h^T_t y_t,$$

here $f(h_t, y_t)$ denotes the association function between $h_t$ and $y$, the higher the association function, the more likely the word will be chosen under $h_t$.

To train the whole generation network, the loss function is the cross entropy $\text{CE}(\hat{Y}, Y)$ between predicted word distribution $\hat{Y}$ and the actual response $Y$ by

$$L(\Theta) = \text{CE}(\hat{Y}, Y) + ||s_T|| + \sum_{t=1}^{T-1} \eta \xi ||s_{t+1} - s_t||,$$

where $s_T$ is the conditional vector at the last time step, and $\eta = 1e - 4$ and $\xi = 100$ are constants. $||s_T||$ penalises the loss function when the model failed to generate all the required slots, while $\sum_{t=1}^{T-1} \eta \xi ||s_{t+1} - s_t||$ discourages the model to turn off more than 1 gate in a single time step.
Neural network based methods such as RNNs can consider context of arbitrary length, and they can directly model the probability of generated words without the sentence planning and the surface realization. Neural network based methods can be trained in an end-to-end manner, without requiring the intermediate labelled data such as sentence planning tree label. However, a neural network has a large amount of parameters, and requires a large amount of data to train. And Neural network parameters can hardly be understood by human. As a result, human knowledge can hardly be incorporated into the neural network, and it is hard to debug.

Evaluation for Single Domain NLG

In this section we introduce some evaluation metrics and evaluation results of the surveyed natural language generation methods. Two popular datasets are the Tourist Information Dataset and the Restaurant in San Francisco Dataset. For evaluation metrics, the BLEU and the Slot Error Rate are the most frequently used metrics. The quantitative comparison results are shown in Table 3.8.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>BLEU</th>
<th>Slot Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corpus-based ClassLM [101]</td>
<td>Tourist Info</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Corpus-based Bagel [86]</td>
<td>Tourist Info</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Corpus-based ClassLM [101]</td>
<td>Restaurant in SF</td>
<td>0.627</td>
<td>0.087</td>
</tr>
<tr>
<td>Neural Network Based RNNLM+CNN [164]</td>
<td>Restaurant in SF</td>
<td>0.710</td>
<td>0.015</td>
</tr>
<tr>
<td>Neural Network Based sc-LSTM [169]</td>
<td>Restaurant in SF</td>
<td>0.731</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

Here we qualitatively compare different kinds of dialogue generation method.

The conventional dialogue generation consists of sentence planning and surface realization, and most of the system are hand-crafted. The intermediate representation has clear meanings and we can easily incorporate human knowledge into the system. However, it requires much corpus labelling and is expensive to build, and it has limited linguistic coverage. The hand-crafted components can hardly be reused in other tasks.

The corpus-based methods learn part of the generation decisions from the corpus, which can reduce the required human efforts and is less expensive. Statistical learning makes the corpus-based method prone to noise. However, the surveyed corpus-based model can only deal with a fixed length of context. As a result, it might generate incoherent sentences if no enough context is considered.

Neural network based methods such as the recursive neural network can consider context of arbitrary length, and it can directly model the probability of the generated words without the sentence
planning and surface realization. Neural network based methods can be trained in an end-to-end manner, without requiring intermediate labelled data such as the sentence planning tree labels. However, a neural network has a large amount of parameters, and requires a large amount of data to train. And the neural network parameters can hardly be understood by human. As a result, the human knowledge can hardly be incorporated into the neural network, and it is hard to debug.

3.5.3 Transfer Learning for Natural Language Generation

In this section, we review some papers on transfer learning for the natural language generation problem. Walker et al. [155] and Mairesse et al. [84, 85] propose to adapt general sentence planning models to different personal linguistic styles. Although these models can deal with many linguistic phenomena, they are heavily dependent on the human knowledge and the hand-crafted rules. The RNN-based language models [123, 167, 168] are proposed to generate natural language. The RNN-based language models are more flexible and general, and they do not require human heuristics. We focus on transfer learning on the RNN-based language models.

There are mainly three types of transfer learning techniques in the RNN-based language models.

1. Model fine-tuning. A generate model is firstly trained on a general source domain dataset, and then the model is fine-tuned with instances from the target domain.

2. Curriculum learning. In each training epoch, the training instances are sorted such that the general instances are feed into the model first, and the specific target domain instances are trained in later of the epoch.

3. Instance synthesis. Synthetic target domain sentences are built from delexicalised source domain sentences by slot-value substituting.

Model fine-tuning Transfer for NLG

Wentoward et al. [167] and Wen et al. [170] propose to fine-tune an out-of-domain model with the in-domain data to achieve transfer learning. The base model is the sc-lstm [169] model. Firstly, the authors train an out-of-domain model with all source domain data. Secondly, the authors fine-tune the model parameters on various proportion of target domain data. Two baseline models are used, the first one is an encoder-decoder model and the other one is the deep sc-lstm model. The authors find that the sc-lstm model and deep sc-lstm model perform better than the encoder-decoder
model when the available target domain data is sufficient. However, when the target domain data is insufficient, the simpler encoder-decoder model performance better.

**Curriculum learning Transfer for NLG**

Shi *et al.* [123] propose to use curriculum learning [29] to adapt an RNNLM model. The authors propose 2 curriculum learning strategies. The first curriculum learning strategy is data-sorting, the idea of which is to use both data from the source domain and the target domain in each training epoch. The training data are sorted such that the model is firstly trained on plenty of source domain data and then trained on little target domain data. The second curriculum learning strategy is model fine-tuning. The idea is to train the whole model on the source domain first, and then fine-tune this model with the target domain data. The data-sorting strategy and the model fine-tuning strategy differ with respect to the point at which they move from the source domain data to the target domain data. In the data-sorting strategy, the model move from the source domain to the target domain at each training epoch. In the model fine-tuning strategy, the model is fully optimized with respect to the source domain, and then adapted to the target domain.

**Instance Synthesis Transfer for NLG**

Wen *et al.* [168] propose to combine the model fine-tuning and the synthetic data generation process for domain adaptation in natural language generation. The authors also propose to use the discriminative training. The paper is based on the sc-lstm model [169]. Firstly, the sc-lstm model is trained on the delexicalised source domain and fine-tuned in the delexicalised target domain. In this case, for sentences with new slot-values that appear only in the target domain, the model have to learn from scratch and no knowledge can be transferred. Secondly, some synthetic instances are built by adapting the source domain instances with new slot-values that appeared only in the target domain.

**An example realisation in laptop (source) domain:**

Zeus 19 is a heavy laptop with a 500GB memory

delexicalisation

\(<R\text{-NAME-value}>\) is a <\text{-WEIGHT-value}> <\text{-TYPE-value}> with a <\text{-MEMORY-value}><\text{-MEMORY-slot}>

counterfeiting

\(<R\text{-NAME-value}>\) is a *<\text{-FAMILY-value}> <\text{-TYPE-value}> with a *<\text{-SCREEN-value}> *<\text{-SCREEN-slot}>

**A possible realisation in TV (target) domain:**

Apollo 73 is a U76 television with a 29-inch screen

Figure 3.10: Data synthesis in [168]
domain. In detail, the slot-value tags in the source domain instances are substituted with similar new slot-value tags in the target domain, as shown in Figure 3.10. Then the synthetic data in the target domain can be used to train the model further, achieving knowledge transfer for new slot-values in the target domain. Note that in this data synthesis process, a similarity metric between the slot-value and target slot-value is required, and in this paper, the similarity is defined based on the slot type.

**Model comparison for Transfer Learning in NLG**

Transfer learning-based on model fine-tuning and curriculum learning differ with respect to the point at which they move from the source domain data to the target domain data, and both methods can be used to transfer low level language modelling knowledge. However these methods cannot benefit new slot-values that appear only in target domain. Instance synthesis transfer learning method can transfer language modelling knowledge to new slot-values in the target domain, assuming the expressions of different slot-values are similar.
3.6 End-to-end Dialogue System

In this section, we survey a special class of dialogue systems, called end-to-end task-oriented dialogues. Traditional modular dialogue systems require a large amount of hand-crafting, or a large amount of labelled data for each dialogue component.

Unlike the modular dialogue systems whose modules are trained or hand-crafted separately, the components in an end-to-end dialogue system can be trained together. An end-to-end dialogue systems have a single objective function. When trained jointly, the whole system can learn together and achieve a better performance, and it does not require intermediate annotations. End-to-end dialogue systems can reduce the amount of human labour required for building a dialogue system.

Unlike traditional dialogue management modules which first identify the current state and then decide the next action, in an end-to-end dialogue system, there is no unique definition of a ground-truth dialogue state. Instead in each time step, the whole dialogue system directly takes the current question as input and generates an output sentence, based on the the internal state. The internal state is updated at each time step, so the internal state represents the abstract dialogue state at each time step. The whole end-to-end dialogue system can be viewed as a deterministic policy function. The input of this policy function is the dialogue history and the current question, and the output of this policy function is the system answer. Unlike previous dialogue management modules, the state space and action space of end-to-end dialogue systems are the space of all possible sentences.

Based on the model used to build end-to-end task-oriented dialogue systems, we categorize all papers into 3 categories.

1. End-to-end training of separate modules. This method builds most of its dialogue components with trainable models, and all components are trained together. Some intermediate representations such as dialogue states and database outputs are still predefined by human.

2. Joint Dialogue State Tracking and Policy Learning. This method uses a LSTM module to jointly model the dialogue state tracking and policy learning process. In this case, the system action representation does not require hand-crafting.

3. Joint SLU, DST, DPL with Memory Network. A memory Network is used to build end-to-end dialogue system, which can track and record the dialogue state in the memory unit. All intermediate representations are based on embedding vectors, which are directly learned from the data.
3.6.1 Problem Definition

Given the dialogue historical including the current question, our goal is to predict the current response. Let us use \( X \) to denote the question, use \( Y \) to denote the response. A question is denoted by \( X_n = \{x_1, x_2, \cdots, x_{N_x^n}\} \). A response is denoted by \( Y_n = \{y_1, y_2, \cdots, y_{N_y^n}\} \). \( N \) is the number of dialogue rounds, \( N_x^n \) is the number of words in the \( n \)-th question, \( N_y^n \) is the number of words in the \( n \)-th response, where \( N_y^n \) is determined by the position of the “EOS”. To make things consistent, the dialogue round is indexed by \( n \) and the word is indexed by \( t \).

Given the dialogue history \( H_n = \{\{X_j, Y_j\}_{j=1}^{n-1}, X_n\} \), the task of a task-oriented dialogue system is to predict \( Y_n \).

1. Input: Dialogue history \( H_n = \{\{X_j, Y_j\}_{j=1}^{n-1}, X_n\} \).
2. Output: Current system response \( Y_n \).

3.6.2 End-to-end Dialogue System Structure

There are 5 components in the reviewed task-oriented dialogue systems.

1. Spoken Language Understanding (SLU). It takes raw text utterance \( X_n \) as an input and predicts the abstract user action \( \tilde{X}_n \) of the utterance at every time step \( n \).
2. Dialogue State Tracking (DST). It takes the abstract user action \( \tilde{X}_n \) and the previous dialogue state \( \tilde{H}_{n-1} \) as inputs and predicts the dialogue state \( \tilde{H}_n \).
3. Database Operator (DB). It takes the dialogue state \( \tilde{H}_n \) as an input and output the related database entries \( J_n \). All database operators reviewed in this section are hand-crafted and could not be trained.
4. Dialogue policy network (DPL). The policy network takes the abstract user action \( \tilde{X}_n \), dialogue state \( \tilde{H}_n \) and database entries \( J_n \) as the inputs, and predicts the system action \( \tilde{Y}_n \).
5. Generation Network (NLG). It takes the system action \( \tilde{Y}_n \) as an input, and generates the final system response sentence \( Y_n \).
3.6.3 End-to-end training of Separate Modules

Wen et al. [166, 165] propose to train all components in the dialogue system in an end-to-end manner. All major components in the dialogue model can be trained via gradient-based methods. Here we introduce the components one by one.

Spoken Language Understanding

In [166], given a sequence of user input token \( X_n = \{x_1, x_2, \cdots, x_{N_n}\} \), the SLU output is an abstract user action vector \( \tilde{X}_n \) after parsing the entire \( X_n \).

\[
\begin{bmatrix}
  i_t \\
  o_t \\
  f_t \\
  \hat{c}_t
\end{bmatrix} =
\begin{bmatrix}
  \sigma \\
  \sigma \\
  \sigma \\
  \tanh
\end{bmatrix}
W
\begin{bmatrix}
  h_{t-1} \\
  x_t
\end{bmatrix}
\]

\[c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t\]

\[h_t = o_t \odot \tanh(c_t)\]

where \( W \in \mathbb{R}^{4ds2d} \), \( d \) is the dimension of the word embedding. \( i_t, o_t, f_t, \hat{c}_t, c_t, h_t \) are all vectors in \( \mathbb{R}^d \). \( x_t \) is the embedding vector for word \( x_t \). The abstract user action vector is calculated by

\[\tilde{X}_n = h_{N_n}\]

The above notation can be shorten as

\[\tilde{X}_n = \text{LSTM}(X_n).\]

Dialogue State Tracking

The Dialogue State Tracker takes the abstract user action \( \tilde{X}_n \) and the dialogue history \( \tilde{H}_{n-1} \) as inputs and predicts the dialogue state \( \tilde{H}_n \), which is a set of slot-value pairs with their probabilities.

In [166], the DST maintains a multinomial distribution \( p(v) \) over values \( v \in V_s \) for each slot \( s \) and a binary distribution for each requestable slot.

To calculate the dialogue state \( \tilde{H}_n \) for the \( n \)-th dialogue turn, we need to follow the steps.

1. Firstly, we need to calculate the CNN feature vector \( f_{s,v,\text{cnn}}^n \) for all \( s, v \) in the \( n \)-th dialogue turn.
2. Secondly, we update \( p_{n,s,v} \), the probability of slot value \( v \) in slots \( s \), for all slots and slot values, with \( p_{n-1,s,v} \) and the CNN feature vector for the current turn.

3. Thirdly, we need to concatenate the \( p_{n,s,v} \) and produce the final probability vector \( \tilde{H}_n \).

The CNN feature vector \( f_{s,v,cnn}^n \) is a concatenation of the user side features at time \( n \) and the machine side features at time \( n-1 \), which can be denoted by

\[
f_{s,v,cnn}^n = [\text{CNN}_s^X(X_n), \text{CNN}_s^Y(Y_{n-1})],
\]

where \([a_1, a_2]\) is the concatenation of two vectors.

To update \( p_{n,s,v} \) with \( p_{n-1,s,v} \) and the CNN feature vector \( f_{s,v,cnn}^n \), firstly we calculate the current feature vector \( f_{s,v}^n \) by

\[
f_{s,v}^n = [f_{s,v,cnn}^n, p_{n-1,s,v}^s, p_{n-1}^\emptyset],
\]

where \( p_{n,s,v} \) is the probability of selecting slot value \( v \) and \( p_{n}^\emptyset \) is the probability of not selecting any value in this slot \( s \), up to time \( n \).

Then the probability \( p_{n,s,v} \) of each slot value \( v \) in slot \( s \) is updated by a belief tracker implemented by a Jordan-type RNN with a CNN feature extractor, denoted by

\[
p_{s,v}^n = \frac{\exp(g_{s,v}^n)}{\exp(g_\emptyset^s) + \sum_{v' \in V_s} \exp(g_{s,v'}^n)},
\]

where \( g_{s,v}^n \) is defined by

\[
g_{s,v}^n = w_s \odot \text{sigmoid}(W_s f_{s,v}^n + b_s) + b'_s.
\]

The value \( v \) in the same slot \( s \) use the same RNN weight \( W_s \) but with a different slot-value-based feature vector \( f_{s,v}^n \).

The probability vector \( p_{s}^n \) for slot \( s \) until the \( n \)-th dialogue turn is the concatenation of probabilities of all values \( v \) in the slot \( s \), denoted by

\[
p_{s}^n = \oplus_{v \in V_s} p_{s,v}^n.
\]

The final dialogue state (the probability vector) \( \tilde{H}_n \) is the concatenation of the probabilities vectors for all slot \( s \), denoted by

\[
\tilde{H}_n = \oplus_s p_{s}^n.
\]
Database Operator

The Database Operator takes the dialogue state $\tilde{H}_n$ as an input and outputs related database entries $J_n$.

In [166], the query constraint-set $q_n$ is calculated based on the output of DST by

$$q_n = \bigcup_{s \in S_I} \arg \max_v p^n_{s,v},$$

where $p^n_{s,v}$ is the probability of the user choosing value $v$ in slot $s$ until the $n$-th dialogue turn, $\bigcup$ mean the set union and $S_I$ is the set of slots that can be used to constraint the search (informable slots). Then the final database entries one-hot vector $J_n$ is calculated by

$$J_n = \text{SQL}(q_n).$$

The query constraint-set $q_n$ is applied to the database to create a binary vector $J_n$, where 1 indicate the entity matches all the constraints specified by the current user.

Dialogue Policy Network

The policy network takes the abstract user action $\tilde{X}_n$, the dialogue state $\tilde{H}_n$ and the database entry vector $J_n$ as input, and predicts the system action $\tilde{Y}_n$.

In [166], the policy network is a deterministic policy function, which is modelled with a simple DNN on the summary belief state $\tilde{X}_n$, $\tilde{H}_n$, $J_n$. The $\tilde{H}_n = \oplus_s p^n_s$ is the concatenation of all belief state vectors. The mapping from the summary belief state to the abstract system action $\tilde{Y}_n$ is defined by

$$\tilde{Y}_n = \tanh(W_{xo}\tilde{X}_n + W_{ho}\tilde{H}_n + W_{Jo}J_n),$$

where $W_{xo}$, $W_{ho}$ and $W_{Jo}$ are the parameters to learn.

Natural Language Generation

The input of the natural language generation network is the system action $\tilde{Y}_n$ produced by the policy network, and the output is the system response $Y_n = \{y_{n,1}, y_{n,2}, \cdots\}$.

For notation simplicity, in the following part of the Natural Language Generation we omit the index $n$ and assume we are generating the $n$-th system reply, and we show how to generate $Y = \{y_1, y_2, \cdots\}$ with $\tilde{Y}$. 
Language Model Type LSTM NLG. In [166][165], the NLG module is a LSTM [53] conditioned on the policy network output $\tilde{Y}_n$, we denote the generation process by

$$P(y_{t+1}|y_t, h_{t-1}, \tilde{Y}) = \text{LSTM}(y_t, h_{t-1}, \tilde{Y}),$$

where the input gate $i_t$, the output gate $o_t$, the forget gate $f_t$ and the memory content $\hat{c}_t$ are calculated by

$$\begin{bmatrix} i_t \\ o_t \\ f_t \\ \hat{c}_t \end{bmatrix} = \begin{bmatrix} \sigma \\ \sigma \\ \sigma \\ \tanh \end{bmatrix} W \begin{bmatrix} \tilde{Y} \\ h_{t-1} \\ y_t \end{bmatrix},$$

then the memory content $c_t$ is updated as

$$c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t,$$

and then the hidden state vector $h_t$ is calculated by

$$h_t = o_t \odot \tanh(c_t),$$

where $W \in \mathbb{R}^{4d \times 3d}$, $d$ is the dimension of word embedding. $i_t, o_t, f_t, \hat{c}_t, c_t, h_t$ are all vectors in $\mathbb{R}^d$. $y_t$ is the embedding vector for word $y_t$. Finally, $y_{t+1}$ is generated like the traditional LSTM model.

Wen et al. [165] found that in an end-to-end dialogue system, the generation network faces competition between long-term dependency of expressing a correct logic and the short term dependency of generating the most fluent word. Such competition means, a model with higher BLEU score (has a better language model) will sacrifice the logical performance, thus it might lead to a lower dialogue success rate.

Memory Type LSTM NLG. Wen et al. [165] propose the Memory Type LSTM NLG. The main idea is that the speech-act conditioning vector should be isolated from the language model, so that the model has more flexibility to trade off between the speech-act conditioning vector and the language model. The authors propose to use another reading gate $r_t$ to control the speech-act conditioning vector $\tilde{Y}$. The four gates of the Memory Type LSTM NLG are formulated as

$$\begin{bmatrix} i_t \\ o_t \\ f_t \\ r_t \end{bmatrix} = \begin{bmatrix} \sigma \\ \sigma \\ \sigma \\ \tanh \end{bmatrix} W \begin{bmatrix} \tilde{Y} \\ h_{t-1} \\ y_t \end{bmatrix},$$

Then, the hidden state vector for the $t$-th word is generated by

$$\hat{c} = \tanh(W_c([y_t, h_{t-1}])).$$
\[ c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t + r_t \odot \tilde{Y}, \]
\[ h_t = o_t \odot \tanh(c_t), \]

where \( W \in \mathbb{R}^{4d \times 3d} \), \( d \) is the dimension of word embedding. \( i_t, o_t, f_t, \hat{c}_t, c_t, h_t \) are all vectors in \( \mathbb{R}^d \). \( y_t \) is the embedding vector for word \( y_t \). Then we can generate \( y_{t+1} \) like the conventional LSTM.

**Hybrid Type LSTM NLG.** Wen et al. [165] also propose the Hybrid Type LSTM NLG. The main idea is that the conditioning vector is isolated from the language model, so that the model has more flexibility to trade off between the conditioning vector and the language model. Another intuition is that the conditioning vector does not need long-term dependency, the decoupling of the conditioning vector and the language model could lead to better results. The four gates of the Hybrid Type LSTM NLG is formulated as

\[
\begin{bmatrix}
  i_t \\
  o_t \\
  f_t \\
  r_t
\end{bmatrix} =
\begin{bmatrix}
  \sigma \\
  \sigma \\
  \sigma \\
  \tanh
\end{bmatrix}
W
\begin{bmatrix}
  \hat{Y} \\
  h_{t-1} \\
  y_t
\end{bmatrix},
\]

Then the hidden state \( h_t \) is calculated by

\[ \hat{c} = \tanh(W_c([y_t, h_{t-1}])), \]
\[ c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t, \]
\[ h_t = o_t \odot \tanh(c_t) + r_t \odot \tilde{Y}, \]

where \( W \in \mathbb{R}^{4d \times 3d} \), \( d \) is the dimension of word embedding. \( i_t, o_t, f_t, \hat{c}_t, c_t, h_t \) are all vectors in \( \mathbb{R}^d \). \( y_t \) is the embedding vector for word \( y_t \).

**LSTM Decoding Process** To generate natural language response based on the hidden state vector \( h_t \), the decoding process is defined as

\[ p(y_{t+1}|h_t) = \frac{\exp(f(h_t, y_{t+1}))}{\sum_{y'} \exp(f(h_t, y'))}, \]

where

\[ f(h_t, y_t) = h_t^T y_t. \]

Here \( f(h_t, y) \) denotes the association function between \( h_t \) and the word embedding vector \( y \). The higher the association function, the more likely the word \( y \) will be chosen under \( h_t \).

The Language Model Type LSTM NLG is the most straightforward approach, but it suffers from the competition between the high level logic and the low level language model. For Memory
Type LSTM NLG and Hybrid Type LSTM NLG, the advantage is that the conditioning vector is isolated from the language model, alleviating the competition between the high level logic and the low level language model. The disadvantage is that such conditional vector has to be designed by human, which limits the generalization ability of the methods.

3.6.4 Joint DST and DPL

Williams et al. [177] propose to jointly model the dialogue state tracking module and the dialogue policy network with a LSTM, which can automatically infer a representation of the dialogue state. The input is a user utterance $X_n$, a dialogue state $\tilde{H}_n$ and a database entries $J_n$, and the output is a selected answer $Y_n$ from a set of candidate responses.

At each time step $n$, the LSTM policy network extracts a feature vector $f_{X_n}$ from the summary belief state $X_n, \tilde{H}_n, J_n$ by

$$f_{X_n} = f(X_n, \tilde{H}_n, J_n).$$

The feature vector $f_{X_n}$ is used as an input at each time step $n$, then the LSTM updates its internal model and output a probability distribution on all possible system outputs by

$$\begin{bmatrix}
i_n \\
o_n \\
f_n \\
\hat{c}_n \\
h_n
\end{bmatrix} = \begin{bmatrix}
\sigma \\
\sigma \\
\sigma \\
\tanh
\end{bmatrix} W \begin{bmatrix}
f_{X_n} \\
h_{n-1}
\end{bmatrix}.$$

Then the hidden state $h_n$ is calculated by

$$h_n = o_n \odot \tanh(c_n),$$

where the $c_n$ is updated as

$$c_n = f_n \odot c_{n-1} + i_n \odot \hat{c}_n,$$

$W \in \mathbb{R}^{4d \times 2d}$, $d$ is the dimension of word embedding. $i_n, o_n, f_n, \hat{c}_n, c_n, h_n$ are all vectors in $\mathbb{R}^d$.

The system chooses a sentence from a candidate set based on the output of policy network via

$$p(Y_n|h_n) = \frac{\exp(f(h_{n-1}, y_n))}{\sum_{y'} \exp(f(h_{n-1}, y'))},$$

where the association function $f(h_{n-1}, y_n)$ is defined as

$$f(h_{n-1}, y_n) = h^T_{n-1} y_n,$$
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and $y$ is the embedding of the answer sentence $Y$. $f(h_{n-1}, y)$ denotes the association function between $h_{n-1}$ and $Y$, the larger the association function, the more likely the system output $Y$ will be chosen under $h_{t-1}$.

Using a LSTM to jointly model dialogue state tracking and the dialogue policy has some advantages. It can choose the optimal system action based on the learned dialogue state representation. However, training the LSTM requires many data.

### 3.6.5 Joint SLU, DST and DPL with Memory Network

Bordes et al. [17] propose to build a goal-oriented dialogue system with a Memory Network. The input is the raw text utterance $X_n$ and dialogue history $H_n = \{X_j, Y_j\}_{j=1}^{n-1}, X_n\}$, and the output is the selected output $Y_n$.

Memory Network based end-to-end dialogue systems track and record the dialogue state in the memory unit of the memory network. The authors store the embedded conversation history (along with its time index, user/agent indicator) into the memory, then they use the last utterance $X_{n-1}$ to be the input to the controller.

The memory is an array with the entries denoted by

$$M = (\Phi(X_1), \Phi(Y_1), \cdots, \Phi(X_{n-1}), \Phi(Y_{n-1}))$$

where $\Phi()$ maps an utterance to a sentence embedding vector with length $d$.

They find salient memory slots by calculating the similarity scores $p_i$ between $q_0 = \Phi(X_n)$ and the memory content by

$$p_i = \text{softmax}(q_j^T m_i).$$

The selected memory $m_i$ is transformed by a $d \times d$ transform matrix $R$ into an output denoted by

$$o_j = R \sum_i p_i m_i.$$

The output $o_h$ is added back to the controller state with an update function defined as

$$q_{j+1} = o_j + q_j.$$

In the next iteration, $q_{j+1}$ will be used instead of $q_j$. They use $q_j$ on iteration $j$, for a fixed number of iterations (3 or 4).

To rank all possible utterances, the final prediction score vector $y$ is then defined as

$$y = \text{softmax}(q_h^T W \Phi(Y_1), \cdots, q_h^T W \Phi(Y_C))$$
where \( C \) are number of candidate responses, and \( \mathbf{W} \in \mathbb{R}^{d \times d} \). The set of possible candidate responses includes all possible bot utterances and API calls. The whole model will then rank all possible utterances and then the top ranked candidate is chosen to be the answer via

\[
Y_n = \arg \max_Y y.
\]

Using memory network to jointly model SLU, DST and DPL requires minimal human knowledge about the dialogue task, and it does not even require knowledge about possible slots. And it can be train in an end-to-end manner. However, it is very difficult to incorporate human knowledge into the model, and the internal results can hardly be explainable. The end-to-end training also requires more data and a careful optimization.

### 3.6.6 Evaluation for End-to-end dialogue system

To evaluate an end-to-end dialogue system, the system responses are compared with the human labelled ground truth, or tested with user simulator. The evaluation metrics include slot-match rate for spoken language understanding, BLEU for language generation, and task success rate for the dialogue policy. For systems that only select from a fixed set of response candidates, we can use the accuracy at turn level and the accuracy at dialogue level. Available datasets include the Restaurant in the Cambridge and the Phone dataset. We summarize the quantitative results reported in each of the paper in Table 3.9.

Table 3.9: End-to-end task-oriented dialogue system evaluation, based on Task Completion Rate (TCR), slot-match (Match), BLEU@top5 (BLEU-T5), BLEU@top1 (BLEU-T1), Accuracy Turn level (Acc.T), Accuracy Dialogue level (Acc.D)

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>TCR</th>
<th>Slot-Match</th>
<th>BLEU-T5</th>
<th>BLEU-T1</th>
<th>Acc.T</th>
<th>Acc.D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wen et al. [166]</td>
<td>Restaurant</td>
<td>0.8382</td>
<td>0.9088</td>
<td>0.2304</td>
<td>0.2369</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wen et al. [165]</td>
<td>Restaurant</td>
<td>0.8180</td>
<td>0.6005</td>
<td>0.227</td>
<td>0.2400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Williams et al. [177]</td>
<td>Phone</td>
<td>0.6900</td>
<td></td>
<td>0.9200</td>
<td>0.4800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bordes et al. [17]</td>
<td>Restaurant</td>
<td></td>
<td></td>
<td>0.9340</td>
<td>0.1970</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We summarize the reviewed end-to-end task-oriented dialogue systems in Table 3.10. The training methods are summarized in Table 3.11.

Modularized end-to-end trainable systems can easily incorporate human knowledge, and each module can be trained separately as initialization and then fine-tuned with reinforcement learning. However, if we do not have any knowledge about the intermediate results, it is very difficult to design a modularized end-to-end dialogue system.
Table 3.10: Model comparison with respect to Spoken Language Understanding (SLU), Dialogue State Tracking (DST), Dialogue Policy Learning (DPL), Natural Language Generation (NLG) and Database Operation (DB).

<table>
<thead>
<tr>
<th>Method</th>
<th>SLU</th>
<th>DST</th>
<th>DPL</th>
<th>NLG</th>
<th>DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wen et al. [166]</td>
<td>LSTM/CNN</td>
<td>RNN+CNN</td>
<td>DNN</td>
<td>LSTM+Att.</td>
<td>Fixed</td>
</tr>
<tr>
<td>Wen et al. [165]</td>
<td>LSTM/CNN</td>
<td>RNN+CNN</td>
<td>DNN</td>
<td>LSTM+Att.+Mem.</td>
<td>Fixed</td>
</tr>
<tr>
<td>Williams et al. [177]</td>
<td>Fixed</td>
<td>LSTM</td>
<td>Template</td>
<td>Template</td>
<td>Fixed</td>
</tr>
<tr>
<td>Bordes et al. [17]</td>
<td>MemNN</td>
<td></td>
<td></td>
<td>Template</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

Table 3.11: Training method comparison in Spoken Language Understanding (SLU), Dialogue State Tracking (DST), Dialogue Policy (Policy), Natural Language Generation (NLG) and Database Operation (DB).

<table>
<thead>
<tr>
<th>Method</th>
<th>SLU</th>
<th>DST</th>
<th>DPL</th>
<th>NLG</th>
<th>DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wen et al. [166]</td>
<td>SL-Joint</td>
<td>SL-Separate</td>
<td>SL-Joint</td>
<td>SL-Joint</td>
<td>Fixed</td>
</tr>
<tr>
<td>Wen et al. [165]</td>
<td>SL-Joint</td>
<td>SL-Separate</td>
<td>SL-Joint</td>
<td>SL(Snapshot)-Joint</td>
<td>Fixed</td>
</tr>
<tr>
<td>Williams et al. [177]</td>
<td>Fixed</td>
<td>SL+RL</td>
<td></td>
<td>Fixed</td>
<td>Fixed</td>
</tr>
<tr>
<td>Bordes et al. [17]</td>
<td>SL</td>
<td></td>
<td></td>
<td>Fixed</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

Jointly modelling the dialogue system with a Memory Network [131] requires less human knowledge, and we do not even need to know about the possible slots and its value, and the system can directly learn important features from the training example. However, it is very hard to incorporate human knowledge in this framework. Also, the intermediate results can hardly be explained, and training the system requires much training data.
3.7 Conclusion and Future Directions

In conclusion, we give an organized review of the popular learning methods used in the task-oriented dialogue systems. In each section, we further categorize the algorithms and we give an qualitative and quantitative evaluation of the popular methods.

3.7.1 Task and Techniques Summary Table

The summary of tasks and techniques are listed in Table 3.12, and we also summarize the surveyed papers according to area and techniques in Figure 3.11, where the stars represent the areas we are interested in.

<table>
<thead>
<tr>
<th>Tasks VS Techniques in Task-oriented Dialogue System</th>
<th>Existing Work</th>
<th>Target: Personalization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modular Dialogue System</strong></td>
<td><strong>End-to-End Dialogue System</strong></td>
<td></td>
</tr>
<tr>
<td>1: SLU</td>
<td>2: DST</td>
<td>3: Policy Learning (DPL)</td>
</tr>
</tbody>
</table>

Figure 3.11: The Tasks VS Techniques Table of surveyed papers in each research area. Stars represent the areas we are interested in.

3.7.2 Dataset and Evaluation Metrics Table

The summary of datasets, tasks and evaluation metrics are listed in Table 3.13.
### Table 3.12: The Model VS Task VS Formulation Table, summarized from the surveyed papers.

<table>
<thead>
<tr>
<th>Models</th>
<th>Task</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid</td>
<td>SLU,DST,DPL</td>
<td>$Q(H,Y) = \text{Table}(f(H), f(Y))$&lt;br&gt;where $f()$ maps to a cluster index.</td>
</tr>
<tr>
<td>Linear</td>
<td>SLU,DST,DPL</td>
<td>$y = w^Tx$.</td>
</tr>
<tr>
<td>Gaussian Process</td>
<td>DPL</td>
<td>$Q^\pi(H,Y) \sim \mathcal{GP}(m(H,Y), k((H,Y), (H,Y)))$.</td>
</tr>
<tr>
<td>MLP</td>
<td>SLU,DST,DPL</td>
<td>$y_0 = x$, $y_n = \sigma(Wy_{n-1})$.</td>
</tr>
<tr>
<td>CRF</td>
<td>SLU,DST</td>
<td>$P(s_t</td>
</tr>
<tr>
<td>RNN</td>
<td>SLU,DST,NLG</td>
<td>$h_t = \sigma(W_h h_{t-1} + Ux_t + b_h)$, $p(y_t</td>
</tr>
<tr>
<td>LSTM</td>
<td>SLU,DST,NLG</td>
<td>$i_t \begin{bmatrix} \sigma \ \sigma \ \tanh \end{bmatrix}, f_t$ \begin{bmatrix} \sigma \ \sigma \ \tanh \end{bmatrix}, c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t$, $h_t = o_t \odot tanh(c_t)$, $p(y_t</td>
</tr>
<tr>
<td>MemoryNN</td>
<td>SLU+DST+DPL</td>
<td>$M = (\Phi(X_1), \Phi(Y_1), \ldots, \Phi(X_{n-1}), \Phi(Y_{n-1}))$, $q_0 = \Phi(X_n)$, $p_i = \text{softmax}(q_i^T m_i)$, $o_j = R \Sigma_i p_i m_i$, $q_{j+1} = o_j + q_j$, $y = \text{softmax}(q_h^T \Phi(Y_1), \ldots, q_h^T \Phi(Y_C))$, where $\Phi()$ outputs a sentence embedding vector, $j$ is the index of hops in memory.</td>
</tr>
</tbody>
</table>

#### 3.7.3 Future Directions

There are still many unsolved challenges in the task-oriented dialogue system. Current works still require many hand-crafting, for example we have to define the number of slots, the possible values in each slots, etc. How to design a system that requires less human knowledge is an important problem.

Another challenge is the knowledge transfer problem in task-oriented dialogue system. How to transfer the knowledge learned in one source domain to another domain is still an open question. Current works focus on the instance transfer and the cross-domain similarity calculation. However, these methods do not answer the question what knowledge is transferable and what knowledge is not suitable for transfer.

Dialogue personalization is another promising direction that needs exploration. In current task-oriented dialogue systems, the system do not model the unique preference and hobby of a customer.
Table 3.13: The Dataset VS Evaluation Metrics Table, summarized from the surveyed papers.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Task</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS [23]</td>
<td>SLU</td>
<td>Accuracy, F1</td>
</tr>
<tr>
<td>TouristInfo [16]</td>
<td>SLU, NLG</td>
<td>Accuracy, F1, BLEU</td>
</tr>
<tr>
<td>DARPA Communicator [153]</td>
<td>SLU</td>
<td>Accuracy, F1</td>
</tr>
<tr>
<td>DSTC 1 [172]</td>
<td>DST</td>
<td>Accuracy, L2</td>
</tr>
<tr>
<td>DSTC 2 [47]</td>
<td>DST</td>
<td>Accuracy, L2</td>
</tr>
<tr>
<td>DSTC 3 [48]</td>
<td>DST</td>
<td>Accuracy, L2</td>
</tr>
<tr>
<td>TownInfo [144]</td>
<td>DST, DPL</td>
<td>Accuracy, L2, Reward, Success Rate, #Dialog Turns</td>
</tr>
<tr>
<td>Cambridge Restaurant [41]</td>
<td>DPL, NLG</td>
<td>Reward, Success Rate, #Dialog Turns, BLEU</td>
</tr>
<tr>
<td>SF Restaurant [36]</td>
<td>DPL, NLG</td>
<td>Reward, Success Rate, #Dialog Turns, BLEU</td>
</tr>
<tr>
<td>SF Hotel [36]</td>
<td>DPL, NLG</td>
<td>Reward, Success Rate, #Dialog Turns, BLEU</td>
</tr>
<tr>
<td>L11 [36]</td>
<td>DPL, NLG</td>
<td>Reward, Success Rate, #Dialog Turns, BLEU</td>
</tr>
</tbody>
</table>

Every customer has to specify every slots in every purchase, which is far from convenient. Talking to a dialogue system that remembers your preferences and knows you well might save the customer a lot of time and improve the user experience. How to use personalized information from one domain to help dialogues in another domain is also an interesting problem.

Current systems are mostly trained with user simulators, on predefined fix set of slots. How to design dialogue systems that can learn to extended their scopes and learn directly from user in the on-line environment is still an open problem.
CHAPTER 4

TRANSFER REINFORCEMENT LEARNING THROUGH PERSONALIZED Q-FUNCTION

It is difficult to train a personalized task-oriented dialogue system because the data collected from each individual is often insufficient. Personalized dialogue systems trained on a small dataset is likely to overfit and make it difficult to adapt to different user needs. One way to solve this problem is to consider a collection of multiple users as a source domain and an individual user as a target domain, and to perform transfer learning from the source domain to the target domain. By following this idea, we propose the PErsonalized Task-oriented diALogue (PETAL) system, a transfer reinforcement learning framework based on POMDP, to construct a personalized dialogue system. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target domain. The proposed PETAL system can avoid the negative transfer problem by considering differences between the source and target users in a personalized Q-function. Experimental results on a real-world coffee-shopping data and simulation data show that the proposed PETAL system can learn optimal policies for different users, and thus effectively improve the dialogue quality under the personalized setting.

4.1 Introduction

Personalized task-oriented dialogue systems aim to help a user complete a dialogue task better and faster than non-personalized dialogue systems. Personalized dialogue systems can learn about the preferences and habits of a user during interactions with the user, and then utilize this personalized information to speed up the conversation process. Personalized dialogue systems could be categorized into rule-based dialogue systems [142, 60, 8] and learning-based dialogue systems [20, 42]. In rule-based personalized dialogue systems, the dialogue state, system speech-act and user speech-act are predefined by developers, hence it is difficult to reuse this system when the dialogue state and the speech-act are hard to define manually. Learning-based personalized dialogue systems could learn states and actions from training data without requiring explicit rules designed by developers.

However, it is difficult to train a personalized task-oriented dialogue system because the data collected from each individual is often insufficient. A personalized dialogue system trained on a
small dataset is likely to fail on unseen but common dialogues due to the overfitting. One solution is to consider a collection of multiple users as a source domain and an individual user as a target domain and transfer common dialogue knowledge from the source domain to the target domain. When transferring dialogue knowledge, the challenge lies in the difference between the source and target domains. Some works [20, 42] have been proposed to transfer dialogue knowledge among similar users, but they did not model the difference among users, which might harm the performance in the target domain.

In this chapter, we propose a PErsonalized Task-oriented diALogue (PETAL) system, which is a transfer learning framework based on the POMDP for learning a personalized dialogue system. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target user. To achieve this goal, the PETAL system models personalized policies with a personalized Q-function defined as the expected cumulative general reward plus the expected cumulative personal reward. The personalized Q-function can model differences between the source and target users and thus can avoid the negative transfer problem brought by the differences. Experimental results on a real-world coffee-shopping dataset and simulation data show that the proposed PETAL system can choose optimal actions for different users and thus can effectively improve the dialogue quality under the personalized setting.

Our contributions are three-fold. Firstly, we tackle the problem of learning common dialogue knowledge from the source domain and adapting to the target user in a personalized dialogue system. In multi-turn dialogue systems, learning optimal responses in different situations is a non-trivial problem. One naive policy is to always choose previously seen sentences, but it is not necessarily optimal. For example, in the online coffee ordering task, such naive policy could incur many logical mistakes such as asking repeated questions and confirming the order before the user finishes ordering. Secondly, we propose a transfer learning framework based on the POMDP to model the preferences of different users. Unlike existing methods, the proposed PETAL system does not require a manually-defined ground-truth state space and it can model the personalized future expected reward. Finally, we demonstrate the effectiveness of the PETAL system on a real-world dialogue dataset as well as simulation data.

### 4.1.1 Challenges

In order to transfer common knowledge across different users in task-oriented dialogues systems, we have the following challenges.
1. There is no ground-truth state space for each task-oriented dialogue system, and there is no ground-truth dialogue state annotation for each dialogue sentence. Designing such dialogue state space and doing data annotation require a lot of efforts from the human experts. We have to build a model that can learn the underlying dialogue state from the dialogue data, despite great noise in the data.

2. Different users have different preferences, so the dialogue data for different user have different data distributions. Naively transferring all dialogue data across different users might lead to the leakage of personal information and have a negative impact on the performance of the dialogue policy. We have to design a model that can transfer common dialogue knowledge and avoid the transfer of personal information at the same time.

4.1.2 Related Works of Transfer Learning in Personalized Task-oriented Dialogue Systems

Personalized dialogue systems could be categorized into rule-based dialogue systems and learning-based dialogue systems. For rule-based personalized dialogue systems, Thompson et al. [142] propose an interactive system where users can choose a place via an interactive conversational process and the system could learn user preferences to improve future conversations. Personalization frameworks proposed in [60, 8] extract and utilize user-related facts (triples), and then generate responses by applying predefined templates to these facts. Different from rule-based personalized dialogue systems, learning-based personalized dialogue systems can learn states and actions from training data without requiring explicit rules. Casanueva et al. [20] propose to initialize personalized dialogue systems for a target user with data from similar users in the source domain to improve the performance for the target user. This work requires a predefined user similarity metric to select similar source users, and when the selected similar users are different from the target user, the performance for the target user will degrade. Genevay and Laroche [42] propose to select and transfer an optimized policy from source users to a target user by using a multi-armed stochastic bandit algorithm which does not require a predefined user similarity measure. However, this method has a high complexity since for each target user, it requires $n^2$ bandit selection operations where $n$ is the number of source users. Moreover, similar to [20], the differences between selected source users and the target user will deteriorate the performance. Different from these works, the proposed method does not assume the predefined dialogue states and system speech-acts required by the rule-based systems, and it explicitly models the differences between users.

Transfer learning [141, 102, 139, 138, 163] has been applied to other tasks in dialogue systems.
Gasic et al. [37] use transfer learning to extend a dialogue system to include a previously unseen concept. Gasic et al. [38] propose an incremental scheme to adapt an existing dialogue management system to an extended domain. These two works transfer parameters in the policy of the source domain as a prior to the target domain. However, these two models do not deal with multiple source domains and they do not have explicit personalized mechanisms for different users. As a consequence, the negative transfer might occur when the differences between users are large. In contrast, the proposed method has an explicit personalization mechanism and can alleviate negative transfer.

In argumentation agents, there are some works [52, 116, 115] which study personalized dialogue systems. However, these works, which aim to influence users’ goal, have different motivations from ours and their formulations are totally different from ours.

### 4.2 Model: Transfer Learning Framework for Personalized Dialogue Management (PETAL)

In this section, we introduce the proposed PETAL system. Figure 4.1 shows the flowchart of the PETAL system on a coffee-ordering task. Here we use PETAL to denote both the proposed framework and the proposed algorithm.
Matrices are denoted in bold capital case, row vectors are in the bold lower case, and scalars are in lower case. The text in the dialogues, denoted in curlicue, is represented by the the bag-of-words assumption. Each of the bag-of-words representations is a vector in which each entry has a binary value.

### 4.2.1 Problem Setting

The problem is illustrated in Figure 4.2. In a multi-turn dialogue system, the feedback is usually delayed, so it is more natural to formulate the problem with reinforcement learning. Since the current state of the dialogue is not observable and the ground-truth dialogue states are assumed to be unknown, we formulate the dialogue as a POMDP, $\tilde{H}$ denotes the ground-truth hidden unobservable states, $Y$ denotes the replies of the agent, $X$ denotes users’ utterances, $R$ is the reward function, and $\gamma \in [0, 1]$ is the discounted factor. In the $n$-th turn of a dialogue with a user $u$, $\tilde{H}_n^u$ is the hidden conversation state, $X_n^u$ is the user utterance, $Y_n^u$ is the reply of the agent, and $r_n^u$ is the reward. In the $n$-th turn, we only observe $X_n^u, Y_n^u$ and $r_n^u$. We define $b_n^u$ as the belief state vector, which represents the probability distribution of unobserved $\tilde{H}_n^u$. Unlike previous works, we do not assume that the underlying ground-truth state space $\tilde{H}$ is provided. Instead we propose to learn a function to map the dialogue history $H_n^u = \{(X_{k-1}^u, Y_{k-1}^u) : k = 0, \ldots, n\}$ to a compact belief state vector $b_n^u$.

The inputs for this problem include

1. Abundant dialogue data $\{(X_{n,s}^u, Y_{n,s}^u) : n = 0, \ldots, T\}$ of source customers $\{u_s\}$.

2. A few dialogue data $\{(X_{n,t}^u, Y_{n,t}^u) : n = 0, \ldots, T\}$ of the target customer $u_t$. 

![Figure 4.2: The problem illustration](image)
4.2.2 The Framework

In order to solve the problem, we aim to find a policy \( \pi_{ut} \) for the target user, which could choose an appropriate action \( Y_{ut} \) at the \( n \)-th turn based on current dialogue history \( H_{ut} \), to maximize the cumulative reward defined as

\[
\pi_{ut} = \arg\max_{\pi} E \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}^{ut} \right].
\] (4.1)

To model belief states, we introduce a state projection matrix \( M \) to map the dialogue history \( H_{ut} \) to the belief state \( b_{ut} \), i.e., \( b_{ut} = f(H_{ut}, M) \).

The Q-function is defined as the expected cumulative reward according to policy \( \pi_{ut} \) by starting from belief state \( b_{ut} \) and taking action \( Y_{ut} \) as

\[
Q_{\pi_{ut}}(H_{ut}, Y_{ut}) = E_{\pi} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}^{ut} | H_{ut}, Y_{ut} \right].
\] (4.2)

We choose value-based approaches because there is usually a small number of training data in the target domain, while policy-based approaches, which generate responses word by word, require a lot of training data.

In order to build a personalized dialogue system for the target user, we need to learn a personalized Q-function \( Q_{\pi_{ut}} \) for this user. However, since the training data \( \{X_{ut}, Y_{ut}\}_n \) for the target user \( u_t \) is very limited, we can hardly estimate the personalized Q-function \( Q_{\pi_{ut}} \) accurately. In order to learn an accurate \( Q_{\pi_{ut}} \), we can transfer common dialogue knowledge from the source domain, which has a lot of data from many other users \( \{X_{us}, Y_{us}\}_n \). However, different users may have different preferences, hence directly using the data from source users would bring negative effects. We propose to model the personalized Q-function as a general Q-function \( Q_g \) plus a personal Q-function \( Q_p \):

\[
Q_{\pi_{ut}}(H_{ut}, Y_{ut}) = Q_g(H_{ut}, Y_{ut}; w) + Q_p(H_{ut}, Y_{ut}; p_u, w_p)
\]

\[
\approx E_{\pi_{ut}} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}^{ug} | H_{ut}, Y_{ut} \right] + E_{\pi_u} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}^{up} | H_{ut}, Y_{ut} \right],
\] (4.3)
where $r_{t}^{u,g}$ and $r_{t}^{u,p}$ denote the general and personal rewards for user $u$ at time $t$ respectively, the general Q-function $Q_{g}(H_{n}^{u}, Y_{n}^{u}; w)$ captures the expected reward related to the general dialogue policy for all users, $w$ is the set of parameters for the general Q-function and contains a large amount of parameters such that it requires a lot of training data, and the personal Q-function $Q_{p}(H_{n}^{u}, Y_{n}^{u}, p_{u}, w_{p})$ captures the expected reward related to the preference of each user.

The proposed framework is based on transfer learning. $M$, $w$ and $w_{p}$ are shared across different users, which could be trained on source domains and then transferred to the target domain. These parameters contain the common dialogue knowledge, which is independent of users' preferences. Moreover, $p_{u}$, which is user-specific, capture the preferences of different users.

### 4.2.3 Parametric Forms for Personalized Q-function

In this section, we introduce parametric forms for $f(H_{n}^{u}, M)$, $Q_{g}(H_{n}^{u}, Y_{n}^{u}; w)$ and $Q_{p}(H_{n}^{u}, Y_{n}^{u}, p_{u}, w_{p})$ in the personalized Q-function.

Dialogue states are defined as follows. All utterances and replies will be projected into state vectors with a state projection matrix $M$, where $M$ is initialized with the word2vec and will be updated in the learning process. The belief state vector $b_{n}^{u}$ is denoted as

$$b_{n}^{u} = f(H_{n}^{u}, M),$$

which is mapped from the dialogue history

$$H_{n}^{u} = \{ \{ X_{k}^{u}, Y_{k}^{u} \}^{n-1}_{k=0}, X_{n}^{u} \}_{n}.$$  

(4.5)

The belief state vector $b_{n}^{u}$ consists of four parts, denoted by

$$b_{n}^{u} = \left[ x_{n-1}^{h,u}, x_{n}^{u}, y_{n-2}^{h,u}, y_{n-1}^{u} \right].$$

(4.6)

In the four parts, all previous user utterances $x_{n}^{h,u}$ is defined as

$$x_{n}^{h,u} = \sum_{k=0}^{n} \xi^{n-k} x_{k}^{u},$$

(4.7)

the current user utterance $x_{n}^{u}$ is defined as

$$x_{n}^{u} = X_{n}^{u} M,$$

(4.8)

all previous agent replies $y_{n}^{h,u}$ is defined as

$$y_{n}^{h,u} = \sum_{k=0}^{n} \xi^{n-k} y_{k}^{u},$$

(4.9)
and the last agent reply $y_{n-1}^u$ is define as

$$y_{n-1}^u = Y_{n-1}^u M$$

(4.10)

where $\xi = 0.8$ is the memory factor to discount historical state vectors at each time step. In coffee ordering, the overlapping vocabulary of users and agents are limited to nouns which have consistent meaning, so it is more data efficient to learn one single $M$ matrix instead of using different matrices for users and agents.

In order to model the correlations between entries in $y_n^u$ and $b_n^u$, the general Q-function $Q_g(H_n^u, Y_n^u, w)$ is defined as

$$Q_g(H_n^u, Y_n^u; w) = y_n^u W(b_n^u)^T,$$

(4.11)

where superscript $^T$ denotes the transpose of a vector or matrix, $W \in \mathbb{R}^{d \times 4d}$ is a parameter matrix to be learned. Based on the properties of the Kronecker product and operator $\text{vec}(\cdot)$ which transforms a matrix to a vector in a column-wise manner, we can rewrite $Q_g(H_n^u, Y_n^u; w)$ as a linear function on $w = \text{vec}(W)^T \in \mathbb{R}^{4d^2}$:

$$Q_g(H_n^u, Y_n^u; w) = (b_n^u \otimes y_n^u) w^T,$$

(4.12)

where $b_n^u \otimes y_n^u$ is the Kronecker product of $b_n^u$ and $y_n^u$. In multi-turn dialogue systems, there should be different optimal actions in different belief states. The rationale to use the Kronecker product is that the general Q-function should depend on the combination of belief state $b_n^u$ and action $y_n^u$, but not independently on $b_n^u$ and $y_n^u$. The rationale of using linear function in the general Q-function is, since the belief vector consists of a set of sentence embedding vectors, which are calculated from a set of word embedding vectors, so it is equivalent to a linear function with belief embedding matrix as a parameter. The general Q-function can be viewed as a dot product to measure the semantic matching of two vectors, the belief state vector $b_n^u$ and the translated response sentence embedding $y_n^u W$. This can be viewed as a linear function on the Kronecker product of $b_n^u$ and $y_n^u$.

The personal Q-function learns personalized preference for each user to avoid the negative effect brought by transferring biased dialogue knowledge across users with different preferences. We denote by $V_j$ the set of all possible choices in the $j$-th choice set we want to collect and by \( \{v_{nj}^u\}_{j=1}^m \) the choices proposed in the $n$-th agent response $Y_n^u$, where $m$ is the total number of order choices, hence $v_{nj}^u$ is an exact choice in $V_j$. For example, in the coffee-ordering task, $V_1 = \{\text{Latte, Cappuccino, . . .}\}$ could be the type of coffees and $v_{n1}^u$ could be any coffee in $V_1$. From the user side, $v_{nj}^u$ is just the choice of user $u$ for the $j$-th choice set in the $n$-th dialogue turn. For example, $v_{n1}^u$ could be “latte” and $v_{n2}^u$ could be “iced”. Based on an assumption that different choice sets are independent of each other, for the $j$-th choice set $V_j$, the probability of a user $u$ to choose $v_{nj}^u$
follows a categorical distribution denoted as

\[ C(v_{nj}^u; p_j^u) = p_{j,v_{nj}^u} \]  

(4.13)

where \(|V_j|\) denotes the cardinality of a set, \(p_j^u \in \mathbb{R}^{|V_j|}\), and \(p_{j,k}^u\) denotes the \(k\)-th entry in \(p_j^u\). Hence the personal Q-function for user \(u\) is formulated as

\[ Q_p(H_n^u, Y_n^u, p_u, w_p) = w_p \sum_{j=1}^{m} C(v_{nj}^u; p_{uj}) \delta(V_j, H_n^u), \]  

(4.14)

where the personal preference \(p_u = \{p_{uj}\}_{j=1}^{m}\) for user \(u\) is learned from the training data of that user, \(\delta(V_j, H_n^u)\) equals 1 if the user has not yet made a choice about \(V_j\) in the dialogue history \(H_n^u\) and 0 otherwise. \(\delta(V_j, H_n^u)\) implies whether the system will receive a personal reward in the rest of the dialogue, as the Q-function models the cumulative future reward. Here \(w_p\) controls the importance of the personalized reward and it is learned from data. When \(w_p\) is close to zero, the personalized Q-function will depend on the general dialogue policy. Note that \(\sum_{j=1}^{m} C(v_{nj}^u|p_{uj})\delta(V_j, H_n^u)\) is 0 if we know nothing about the user, or \(Y_n^u\) does not show any personal preference of user \(u\).

Because the vocabulary of choices is much smaller than the whole vocabulary, we can estimate the personal preference parameters \(p_u\) with a few dialogue data \(\{(X_n^u, Y_n^u)^T\}_n\) from the target user.

By combining the general and personal Q-functions, the personalized Q-function can finally be defined as

\[ Q_{\pi u}(H_n^u, Y_n^u) = (b_n^u \otimes y_n^u)w^T + w_p \sum_{j=1}^{m} C(v_{nj}^u|p_{uj})\delta(V_j, H_n^u). \]  

(4.15)

Here \(M, w, w_p\) are shared across different users, which could be trained on the source domains and then transferred to the target domain.

### 4.2.4 Reward

The total reward is the sum of general reward and personal reward, which can be defined as follows:

1. A personal reward \(r_{u,p}^u\) of 0.3 will be received when the user confirms the suggestion of the agent and a negative reward of \(-0.2\) will be received if the user declines the suggestion by the agent. This is related to the personal information of the user. For example, the user could confirm the address suggested by the agent.

2. A general reward \(r_{u,g}^u\) of 0.1 will be received when the user provides the information about each \(c_j\).
3. A general reward $r_{u,g}$ of 1.0 will be received when the user proceeds with payment.

4. A general reward $r_{u,g}$ of $-0.05$ will be received by the agent for each dialogue turn to encourage shorter dialogue, $-0.2$ will be received by the agent if it generates non-logical responses such as asking repeated questions.

Note that the personal reward could not be distinguished from the general reward during the training process. The reward function is designed to encourage the agent to actively make personalized suggestion when the agent can make correct guess with probability (denoted as $p$) higher than 0.6. The expected reward is $0.3p - 0.2(1 - p)$ for making suggestion and 0.1 for asking general question. When $p > 0.6$, $0.3p - 0.2(1 - p)$ is larger than 0.1.

### 4.2.5 Loss Function and Parameter Learning

There are in total four sets of parameters to be learned. We denote all the parameters by $\Theta = \{M, w, w_p, \{p_u\}\}$. When dealing with real-world data, the training set consists of $(H_{u_n}^u, Y_{n}^u, r_{u_n})$, which records optimal actions provided by human, and hence the loss function is defined as follows:

$$
\mathcal{L}(\Theta) = \mathbb{E} \left[ (r_{u_n}^u + \max_{Y_{n+1}^u} \gamma Q(H_{n+1}^u, Y_{n+1}^u | \Theta) - Q(H_n^u, Y_n^u | \Theta))^2 \right],
$$

(4.16)

In the on-policy training with a user simulator, the loss function is defined as

$$
\mathcal{L}(\Theta) = \mathbb{E} \left[ (r_{u_n}^u + \gamma Q(H_{n+1}^u, Y_{n+1}^u | \Theta) - Q(H_n^u, Y_n^u | \Theta))^2 \right].
$$

(4.17)

where $r_{u_n}^u$ is the reward obtained at time step $n$ and $H_{n+1}^u$ is the update dialogue history at time step $n + 1$.

We use the value iteration method \cite{12} to learn both the general and personal Q-functions. We adopt an online stochastic gradient descent algorithm \cite{18} with learning rate 0.0001 to optimize our model. Specifically, we use the State-Action-Reward-State-Action (SARSA) algorithm. In the on-policy training with the simulation, the model has decreasing probability $\eta = 0.2e^{-\frac{\beta}{1000}}$ of choosing a random reply in the candidate set so as to ensure the sufficient exploration, where $\beta$ is the number of training dialogues seen by the algorithm.

### 4.2.6 Algorithm and Complexity

The detailed PETAL algorithm is shown in Algorithm\cite{11}. We train our model for each user in the source domain. $M, w$ and $w_p$ are shared by all users and there is a separate $p_u$ for each user in
Algorithm 1 The PETAL Algorithm

1: Input: $\mathcal{D}^s, \mathcal{D}^t$
2: Output: $\Theta = \{M, w, w_p \{p_u\}\}$
3: procedure TRANSFER ALGORITHM($\mathcal{D}^s, \mathcal{D}^t$)
4:   $\{M, w, w_p\} \leftarrow$ TRAIN-SOURCE-MODEL($\mathcal{D}^s$)
5:   $\{M, w, w_p, \{p_u\}\} \leftarrow$ TRANSFER($\mathcal{D}^t, M, w, w_p$)
6: function TRAIN-SOURCE-MODEL($\mathcal{D}^s$)
7:   for $\{X^u_n, Y^u_n\}$ in $\mathcal{D}^s$ do
8:     $p_u = 0$
9:     if $p_u$ exist then load $p_u$
10:    else $p_u \leftarrow 0$
11:   for $(H^u_n, Y^u_n, r^u_n, H^u_{n+1}, Y^u_{n+1})$ in $\{X^u_n, Y^u_n\}$ do
12:      $\Theta_{t+1} \leftarrow \Theta_t + \alpha \Delta \Theta L(\Theta_t)$
13:      return $\{M, w, w_p\}$
14: function TRANSFER($\mathcal{D}^t, M, w, w_p$)
15:   for $\{X^u_n, Y^u_n\}^T$ in $\mathcal{D}^t$ do
16:     $p_u = 0$
17:     if $p_u$ exist then load $p_u$
18:    else $p_u \leftarrow 0$
19:   for $(H^u_n, Y^u_n, r^u_n, H^u_{n+1}, Y^u_{n+1})$ in $\{X^u_n, Y^u_n\}$ do
20:      $\Theta_{t+1} \leftarrow \Theta_t + \alpha \Delta \Theta L(\Theta_t)$
21:      return $\{M, w, w_p, \{p_u\}\}$

the source domain. We transfer $M$, $w$ and $w_p$ to the target domain by using them to initialize the corresponding variables in the target domain, and then we train them as well as $p_u$ for each target user with limited training data. Since the source and target users might have different preferences, $p_u$ learned in source domain is not very useful in the target domain. The personal preference of each target user will be learned separately in each $p_u$. Without modeling $p_u$ for each user, different preferences of the source and target users might interfere with each other and thus cause the negative transfer.

The number of parameters in our model is around $d^2 + dl$, where $l$ is the total vocabulary size and $d$ is the dimension of the state vector. In our experiment where $l = 1,500$ and $d = 50$, the number of parameters in the general Q-function is about $85k$ and that for the personal Q-function is about $100$ for each user, hence the parameters in the personalized Q-function could be learned accurately with the limited data in the target domain.

While the joint training of source loss and target loss might help us to find a better solution, the two-step method has its advantage. It is good when one can keep the source data private if they only deliver the source model, and is more computational efficient since the source data only need to be trained once.
4.3 Experiments

In this section, we experimentally verify the effectiveness of the proposed PETAL model by conducting experiments on a real-world dataset and a simulation dataset.

4.3.1 Baselines

We compare the proposed PETAL model with six baseline algorithms which are listed as follows:

1. NoneTL: The dialogue system is trained only with the data from target users.
2. Sim [20]: The dialogue system is trained with the data from both target user and the most similar user in the source domain.
3. Bandit [42]: For each target user, the most useful source user is identified by a bandit algorithm.
4. PriorSim [37]: For each target user, the policy from the most similar user in the source domain is used as a prior.
5. PriorAll [37]: For each target user, the dialogue policy trained on all the users in the source domain is used as a prior.
6. All: The policy is trained on all source users’ data.

In order to avoid possible performance difference caused by different base models, we implemented the about baseline methods on top of the same base model.

4.3.2 Experiments on Real-World Data

Table 4.1: Statistics of the datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source Domain</th>
<th>Target Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Users</td>
<td>Dialogues</td>
</tr>
<tr>
<td>Real Data</td>
<td>52</td>
<td>1,859</td>
</tr>
<tr>
<td>Simulation</td>
<td>11</td>
<td>176,000</td>
</tr>
</tbody>
</table>

In this section, we evaluate our model on a real-world dataset. This real-world dataset, which is collected between July 2015 and April 2016 from an O2O coffee ordering service in a major
instant message platform in China, contains 2,185 coffee dialogues between 72 consumers and coffee makers. The users order coffee by providing the coffee type, the temperature, the cup size and the delivery address, hence there are 4 order choices. We select 52 users with more than 23 dialogues as the source domain. Each of the remaining 20 users is used separately as a target domain. In total, there are 1,859 coffee dialogues in the source domain and 329 coffee dialogues in the target domain. 221 earlier dialogues in the target domain are used as the training set and the remaining 108 dialogues form the test set. The statistics of this dataset is shown in Table 4.1. Note that the popular DSTC datasets do not have personalized preferences and thus could not be used in this chapter.

**Settings**

Each user in the target domain is regarded as a target user. We transfer knowledge from the whole source domain to each target user in the target domain. Firstly, we train the source model in the source domain. Then, we transfer the model to the target domain and train on the training set of the target domain. Finally, we test the model on the testing set of the target domain.

**Evaluation Metrics**

For each turn of the testing conversation, a model will rank the ground-truth reply $Y_{n}^{u}$ among 10 randomly chosen agent replies. The label assigned to $Y_{n}^{u}$ is 1 and those for randomly chosen agent replies are 0. By following [177], we calculate the AUC score for each turn in a conversation and the performance of an algorithm is measured by the average AUC score of each dialogue for every user in the test set. AUC is the area under the ROC curve which measures the probability that a ground-truth reply will be rank in front of random replies. If a model can rank ground-truth reply higher, then this model is better.

**Results**

In Figure 4.3(a) and Table 4.3, we report the mean and standard deviation of averaged AUC score with 5 different random seeds, which are used to randomly sample agent replies as candidates. The performance of “NoneTL”, “PriorSim” and “PriorAll” are worse than “All” which directly transfers training data, because fitting only target domain data can cause the overfitting. Transferring data from similar users (i.e., “Sim”) is not as good as transferring data from all source users (i.e., “All”), because common knowledge has to be learned from more data. The proposed “PETAL” method
performs the best because it learns common knowledge from all users and avoids the negative transfer caused by different preferences among source and target users, which indicates that the proposed personalized model fits dialogues better and demonstrates the effectiveness of PETAL on this real-world dataset.

Table 4.2: A case study on the real-world dataset. The last column shows candidate responses, where the ground-truth response is marked with *. The first and second columns show predicted rewards of “All” and “PETAL” on these candidates.

<table>
<thead>
<tr>
<th>User utterance : I want a cup of coffee.</th>
<th>All</th>
<th>PETAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response Candidates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.86 1.36 * Same as before? Tall hot americano and deliver to Central Conservatory of Music?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99 0.92 All right, deliver to No.1199 Beiyuan Road, Chaoyang District, Beijing?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72 0.69 What’s your address?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Case Study

A case study is shown in Table 4.2 where we show three candidates. From the results, we can see that the proposed “PETAL” method ranks the ground-truth response in the first place based on the predicted reward given by the learned personalized Q-function but the “All” method without personalization ranks a wrong address higher, which demonstrates the effectiveness of the proposed method.
4.3.3 Experiments on Simulation Data

In this section, we compare our model with baseline models on the simulated coffee-ordering dialogue data. The simulated users order coffee by providing their coffee type, temperature, size and delivery address, and the agent’s reply by choosing from a set of predefined candidate responses without knowing the speech-act.

Settings

We have 11 simulated users in the source domain, in which 10 users have their own coffee preferences while the rest one has no preference. The target domain has 5 users, which have different preferences from users in the source domain. A simulator is designed based on the real-world dataset used in the previous section. The simulator will order according to his preference with probability 0.8 and otherwise, the simulator will order coffee randomly. The training set of each user in the target domain has 20 dialogues and the test set has 300 dialogues. The reward in the experiment is the same as the reward defined in the reward section. Specifically, if the user rejects to pay due to the non-logical response made by the system, the system receives a negative reward. Firstly, we train the source model by interacting with the source users for a fixed iteration. Then we transfer the source model to target domain and train on the target domain user for 20 dialogues. Finally, we test the model on the target user for 300 dialogues.

Evaluation Metrics

Each model will choose a reply from a set of candidates generated with templates and updated dialogue information at each turn, and the simulated users will react to the chosen reply accordingly. We use three evaluation metrics to measure the quality of the whole dialogue. For each model, we report the mean and standard deviation of averaged reward [42], averaged success rate [20] and averaged dialogue length over all possible target users, repeated for 5 times with different random seeds.

Results

The results are shown in Figure 4.4(a), Figure 4.5(a), Figure 4.5(b) and Table 4.3. PETAL outperforms all baselines and obtains the highest average reward, the highest success rate and the lowest dialogue length, which implies that PETAL has found a better dialogue policy which can adapt its
behavior according to the preference of target users and again demonstrates the effectiveness of PETAL in a live environment.

Case Study

We show a typical case for the simulation data in Tables 4.4 and 4.6. The non-personalized dialogue system corresponding to the “All” model has to ask the users all the choices even for frequent users in Table 4.6 because there is no universal recommendation for all the frequent users with different preferences. However, PETAL has learned the target users’ preferences in previous dialogues. As shown in Table 4.4, the response from the agent is specially tailored for the target user because
Table 4.3: Experimental results on both the real-world and simulation data

<table>
<thead>
<tr>
<th>Methods</th>
<th>AUC</th>
<th>Reward</th>
<th>SucRate</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoneTL</td>
<td>0.7577 ± 0.0059</td>
<td>-0.5040 ± 0.1531</td>
<td>0.0592 ± 0.0733</td>
<td>9.1882 ± 1.5200</td>
</tr>
<tr>
<td>Sim</td>
<td>0.7685 ± 0.0056</td>
<td>-0.0711 ± 0.0522</td>
<td>0.3679 ± 0.0446</td>
<td>7.1681 ± 0.6715</td>
</tr>
<tr>
<td>Bandit</td>
<td>0.7790 ± 0.0025</td>
<td>-0.1600 ± 0.0784</td>
<td>0.3166 ± 0.0511</td>
<td>8.1937 ± 0.3648</td>
</tr>
<tr>
<td>PriorSim</td>
<td>0.7643 ± 0.0057</td>
<td>-0.3982 ± 0.2395</td>
<td>0.1085 ± 0.1178</td>
<td>9.6772 ± 2.4038</td>
</tr>
<tr>
<td>PriorAll</td>
<td>0.7660 ± 0.0048</td>
<td>-0.5014 ± 0.1514</td>
<td>0.0592 ± 0.0733</td>
<td>9.4897 ± 1.9928</td>
</tr>
<tr>
<td>All</td>
<td>0.8048 ± 0.0062</td>
<td>1.2713 ± 0.1421</td>
<td>0.9306 ± 0.0361</td>
<td>5.0625 ± 0.6621</td>
</tr>
<tr>
<td>PETAL</td>
<td>0.8262 ± 0.0041</td>
<td>1.6385 ± 0.0718</td>
<td>0.9841 ± 0.0138</td>
<td>3.0838 ± 0.2695</td>
</tr>
</tbody>
</table>

Personalized questions given by the PETAL method can guide the user to complete the coffee-ordering task faster than general questions, leading to shorter dialogue and higher averaged reward. If the user does not want everything as usual, which is shown in the second case of Table 4.5, PETAL can still react correctly due to the shared dialogue knowledge transferred from the source domain. These cases show that PETAL can choose different optimal actions for different users and effectively shorten the conversation.

Table 4.4: Personalized Dialogue Case, when the user wants everything as usual.

<table>
<thead>
<tr>
<th>User:</th>
<th>I want a cup of coffee.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent:</td>
<td>Same as before? Tall hot macchiato and deliver to No.1199 Minsheng Road, Pudong District Shanghai?</td>
</tr>
<tr>
<td>User:</td>
<td>Yes.</td>
</tr>
<tr>
<td>Agent:</td>
<td>Please pay.</td>
</tr>
<tr>
<td>User:</td>
<td>Payment completed.</td>
</tr>
</tbody>
</table>

Table 4.5: Personalized Dialogue Case, when the user wants to try new options.

<table>
<thead>
<tr>
<th>User:</th>
<th>I want a cup of coffee.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent:</td>
<td>Same as before? Tall hot macchiato and deliver to No.1199 Minsheng Road, Pudong District, Shanghai?</td>
</tr>
<tr>
<td>User:</td>
<td>I want iced mocha today.</td>
</tr>
<tr>
<td>Agent:</td>
<td>Sure, please pay.</td>
</tr>
<tr>
<td>User:</td>
<td>Payment completed.</td>
</tr>
</tbody>
</table>
4.4 Conclusion

In this chapter, we tackle the problem of learning the dialogue states and dialogue policy automatically from the source domain and adapt to the target user with little data. We propose the PETAL system, a transfer reinforcement learning framework based on the POMDP. The PETAL system first learns common dialogue knowledge from the source domain and then adapts this knowledge to the target user. We propose to model a personalized policy with a personalized Q-function, which can avoid the negative transfer problem brought by differences between the source users and the target user. The policy can learn to choose different actions appropriately for different users. Experimental results on the real-world data and the simulation data show that PETAL can learn different optimal policies for different users and thus effectively improves the dialogue quality under the personalized setting.
Training a personalized dialogue system requires a lot of data, and the data collected for a single user is usually insufficient. One common practice for this problem is to share training dialogues between different users and train multiple sequence-to-sequence dialogue models together with transfer learning. However, current sequence-to-sequence transfer learning models operate on the entire sentence, which might cause negative transfer if different personal information from different users is mixed up. We propose a personalized decoder model to transfer finer granularity phrase-level knowledge between different users while keeping personal preferences of each user intact. A novel personal control gate is introduced, enabling the personalized decoder to switch between generating personalized phrases and shared phrases. The proposed personalized decoder model can be easily combined with various deep models and can be trained with reinforcement learning. Real-world experimental results demonstrate that the phrase-level personalized decoder improves the BLEU over multiple sentence-level transfer baseline models by as much as 7.5%.

5.1 Introduction

Task-oriented dialogue systems can be categorized into rule-based systems and learning-based systems. Learning-based dialogue systems do not require the predefined dialogue state, which are more general and suitable for the situation when exact dialogue states are hard to define. In particular, neural network based dialogue systems do not require the predefined templates and are more flexible. In this chapter, we focus on neural network based task-oriented dialogue systems.

Personalized dialogue systems can help the target user to complete a task faster and make the dialogue more efficient. In a personalized dialogue system, the personal information and preference of the target user are recorded and utilized, thus the personal dialogue policy can generate personalized sentences and speed up the dialogue process for the target user. In personalized dialogue systems, the dialogue policy and response generation for each user is different. Training a whole personalized dialogue system requires a lot of data and the data collected from a single user
is usually insufficient. Multi-tasking can be used to transfer dialogue knowledge across different users by sharing training dialogues.

However, current neural network transfer models work on the entire sentence, but the phrases concerning personal information from different users should not be transferred across users at all. For example, if the dialogue data from a sugar lover is used to train a personalized dialogue system for a diabetes patient, the system might recommend sweet drinks to the patient and cause a disaster. Hence, we think that knowledge transfer in personalized dialogue systems should be conducted in finer granularity.

In this chapter, we propose a personalized decoder that can transfer shared phrase-level knowledge between different users while keeping the personalized information of each user intact. A novel personal control gate is introduced in the proposed personalized decoder, enabling the decoder to switch between generating shared phrases and personal phrases. For example in Figure 5.2(b) “Hot Latte” is a personal phrase and “Still” and “?” are shared phrases. The personalized decoder can generate different personal phrases for different users in a sentence, while the knowledge for the shared phrases is shared among all users. The proposed personalized decoder can be easily used with various base models to achieve fine-grained phrase-level dialogue knowledge transfer between different users. Real-world experimental results show that the personalized decoder can improve the BLEU score over multiple sentence-level transfer models by as much as...
5.1.1 Challenges

To address the transfer reinforcement learning problem and learn an end-to-end dialogue policy for the target user, we are facing the following challenges.

1. There is no ground-truth dialogue state space for each dialogue domain, and there is no state annotation for each dialogue sentence. We have to design an end-to-end dialogue policy, which can learn the dialogue state as a latent factor.

2. Different users have different preferences, resulting in a different data distribution for each user. Naively transferring the whole dialogue sentence across users might lead to personal information leakage, and the policy in the target domain might generate inappropriate suggestions. We have to design a model that could separate the common knowledge with the personal knowledge.

3. The common knowledge is mixed with the personal information that should not be transferred. Existing methods either transfer the whole dialogue sentence or transfer nothing at all, and either way could not fully exploit the knowledge in the source domain safely. We have to design a fine-granularity control mechanism, which could enable the transfer of only the common knowledge.

5.1.2 Related work of Transfer Learning in Neural Based Dialogue Response Generation Systems

Learning-based task-oriented dialogue systems [20, 42, 37, 38, 177, 17] can select appropriate answers from a set of predefined answers. Gašić et al. [37, 38] used transfer learning in the dialogue management module to extend a dialogue system to handle previous unseen concepts. Williams et al. [177, 17] used learning methods in spoken language understanding and dialogue management. These methods require the predefined answer candidates or templates. Wen [169, 165, 166] proposed to use trainable modules for each part of the dialogue system which do not require predefined answer candidates or templates. However, this model still requires the predefined slots for dialogue policy learning, which limits its application.

Neural based dialogue response generation systems require neither the answer candidates/templates, nor the predefined slots for dialogue policy. Sequence to sequence (seq2seq) models and
Figure 5.2: Response generation comparison

their variants [7, 134, 127, 118, 77] are widely used to model dialogues. However, data collected from each user is insufficient for training a personalized dialogue system.

Multi-task learning is used to transfer knowledge in sequence to sequence model. Luong et al. [82] proposed to share encoder/decoder across different tasks in order to achieve knowledge transfer. However, these knowledge transfer works on the granularity of sentences. Since different persons have different preferences and require different dialogue policies and responses, directly transferring sentences across different users might lead to a negative transfer.

In this chapter, a personalized decoder is proposed for response generation, which is capable of transferring dialogue knowledge, and it can easily be combined with many models including seq2seq [134] and HRED [118].

5.2 Model: Personalized Decoder

In this section, we firstly introduce the proposed personalized decoder, then introduce the combination of the personalized decoder with two models, and finally present the training method.
5.2.1 Problem

In this section, we first define notations and then present the problem settings.

Notation In this thesis, matrices are denoted in a bold capital case, column vectors are in a bold lower case, and scalars are in a lower case. Question in the $n$-th turn is denoted by $X^u_n = \{x^u_{n,t}\}_{t=1}^{N^u_x}$, and $N^u_x$ is the number of words in $X^u_n$. Response in the $n$-th turn is denoted by $Y^u_n = \{y^u_{n,t}\}_{t=1}^{N^u_y}$, where $N^u_y$ is the number of words in $Y^u_n$. To be consistent, a dialogue turn is indexed by $n$ and a word is indexed by $t$.

Problem Definition

![Figure 5.3: The problem illustration](image)

The problem is illustrated in Figure 5.3. Given the conversation history of multiple users, we aim to learn an end-to-end personalized task-oriented dialogue system for each user. The input of the problem are:

1. Historical dialogue sessions $\mathcal{T}^u = \{X^u_n, Y^u_n, r^u_n\}_{n=1}^{\mathcal{N}}$ of each user, where $r^u_n$ is the reward obtained at $n$-th dialogue turn.

2. Personal word label $\mathcal{O}^u_n = \{o^u_{n,t}\}_{t=1}^{N}$ for each word in $Y^u_n$, where $o^u_{n,t} = 1$ means that $x^u_{n,t}$ is a personal word and $o^u_{n,t} = 0$ means the word $x^u_{n,t}$ is a general word.

The output of the problem are:

1. A dialogue policy $\pi^u$ for each user $u$, which generates a response $Y^u_n$ for each dialogue history $H^u_n = \{\{X^u_i, Y^u_i\}_{i=1}^{n-1}, X^u_n\}$. 
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Personal Word Label Annotation

In the setting of task-oriented dialogue systems, the personal words have a clear boundary. They are well defined as the words related to all possible choices (in our case, coffee-type, temperature, cup size, address) in the domain slots, so there is only one correct way to assign personal word label. We used 3 methods to annotate personal words.

1. Firstly, for coffee type, temperature and cup size slots in which all possible choices could be enumerated, we used keyword matching to identify the possible choices.

2. Secondly, for the address which cannot be enumerated, we use the semantic tree parser. Based on special keywords such as road, building, city name, the semantic parser can give a rough guess for the addresses.

3. Finally, in order to improve the label quality, human labelers are asked to correct mistakes in the previous steps and they are instructed to find the synonyms and abbreviations for all the slots considering coffee-type, temperature, cup size and addresses and mark these words as personal words.

In other task-oriented dialogue systems with a different domain or different dataset, we can follow a similar procedure to collect labels for personal words. We can either collect all possible choices in the slots or find the pattern for the slots. Moreover, we can use statistical techniques such as IDF and machine learning models to find the pattern of the slots automatically.

5.2.2 Decoder for Response Generation

In this section, we introduce the mathematical formulation of the proposed personalized decoder.

**Basic Decoder** The hidden state for the $t$-th word in the $n$-th turn is defined as

$$
    h_{n,t}^{u,d} = \tanh(W^d h_{n,t-1}^{u,d} + U^d \tilde{y}_{n,t-1}^u + V^d h_{n}^{u,c}),
$$

where $\tilde{y}_{n,t-1}^u$ is the word embedding of the last word $\tilde{y}_{n,t-1}^u$ in the same sentence, and $\tanh(\cdot)$ denotes the hyperbolic tangent function. The decoder RNN in Figure 5.2(a) takes $h_{n,0}^{u,d}$ and $h_{n}^{u,c}$ as inputs$^1$ and then generates the response word by word, where $h_{n}^{u,c}$ is the embedding vector used to

$^1$h_{n}^{u,c}$ is not shown in Figure 5.2(a) since it is the same for all time step $t$.  
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generate the current response. The probability of generating the next word $\hat{y}_{n,t} = y$ given $h_{n,t}$ and $\hat{y}_{n,t-1}$ is

$$
\omega(h_{n,t}, \hat{y}_{n,t-1}) = H_0 h_{n,t} + E_0 \hat{y}_{n,t-1} + b_o \tag{5.1}
$$

$$
g(h_{n,t}, \hat{y}_{n,t-1}, y) = o_y^T \omega(h_{n,t}, \hat{y}_{n,t-1}) \tag{5.2}
$$

$$
p(\hat{y}_{n,t} = y) = \frac{\exp(g(h_{n,t}, \hat{y}_{n,t-1}, y))}{\sum_{y'} \exp(g(h_{n,t}, \hat{y}_{n,t-1}, y'))} \tag{5.3}
$$

where $o_y$ is the output embedding for word $y$, and $H_0$, $E_0$ and $b_o$ are parameters.

**Personalized Dialogue Decoder for Phrase-level Transfer Learning** In this section, we present the proposed personalized decoder as illustrated in Figure 5.2(b). While the sentence-level transfer is to transfer entire sentences, the proposed personalized decoder is on the phrase level and is to transfer a shared fraction of the sentences to the target domain, where a phrase is a short sequence of words containing a coherent meaning, for example, an address. In order to achieve maximum knowledge transfer and to avoid negative transfer caused by differences in user preferences, the proposed personalized decoder has a shared component and a personalized component. In order to learn to switch between the shared and personal components in the phrase level, we introduce a personal control gate $o^{u}_{n,t}$ for each word, which is learned from the training data.

Given the the embedding vector for the $n$-th response $h_{n,c}^u$ and initial hidden state $h_{n,0}^u,d$ for the predicted word $\hat{y}_{n,0}$, the initial states are computed as

$$
h_{n,0} = h_{n,0}^u, h_{n,0}^d = h_{n,0}^u, o_{n,0} = 0
$$

$$
\hat{y}_{n,0}^u = 0, \hat{y}_{n,0}^u = 0
$$

where $h_{n,t}^u$ is the hidden state for the shared component, and $\hat{y}_{n,t}^u$ records the last word generated by the shared component, $h_{n,t}^u$ is the hidden state for the personal component, and $h_{n,t}^u,d$ is the hidden state for generating the word $\hat{y}_{n,t}^u$.

The shared component adopts the GRU model to capture the long-term dependency and is shared by all users. Specifically, at each time step $t$, the shared component is defined as

$$
z_{n,t}^u = \sigma(W_z h_{n,t-1}^u + U_z \hat{y}_{n,t-1}^u + V_z h_{n,c}^u + b_z) \tag{5.4}
$$

$$
r_{n,t}^u = \sigma(W_r h_{n,t-1}^u + U_r \hat{y}_{n,t-1}^u + V_r h_{n,c}^u + b_r) \tag{5.5}
$$

$$
\tilde{h}_{n,t}^u = \sigma(W_h (r_{n,t}^u \odot h_{n,t-1}^u) + U_h \hat{y}_{n,t-1}^u + V_h h_{n,c}^u + b_h) \tag{5.6}
$$

$$
\hat{h}_{n,t}^u = z_{n,t}^u \odot h_{n,t-1}^u + (1 - z_{n,t}) \odot \tilde{h}_{n,t}^u \tag{5.7}
$$
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where $\odot$ denotes the element-wise product between vectors or matrices, $\sigma(\cdot)$ is the sigmoid function, $z_{n,t}^u$ is the update gate, $r_{n,t}^u$ is the forget gate, and $\hat{h}_{n,t}^{u,g}$ is the tentative updated hidden state.

If the $t$-th word is a shared word (i.e., $\hat{d}_{n,t}^u = 0$), then we update the shared hidden state and last general word as usual and otherwise $h_{n,t}^{u,g}$ and $\hat{y}_{t}^{u,g}$ remain unchanged. Thus $h_{n,t}^{u,g}$ and $\hat{y}_{t}^{u,g}$ can be updated as

$$h_{n,t}^{u,g} = (1 - \hat{d}_{n,t}^u) \odot \hat{h}_{n,t}^{u,g} + \hat{d}_{n,t}^u \odot h_{n,t-1}^{u,g} \tag{5.8}$$
$$\hat{y}_{t}^{u,g} = (1 - \hat{d}_{n,t}^u) \odot \hat{y}_{t-1}^u + \hat{d}_{n,t}^u \odot h_{n,t-1}^{u,g} \tag{5.9}$$

The personal component is a RNN model, which generates personalized sequence based on sentence context $h_{n,t}^{u,g}$ from the shared component. There is an separate RNN model for each user. At each time step $t$, the personal component receives $\hat{y}_{t}^u$, $\hat{d}_{n,t}^u$, $h_{n,t-1}^u$ and $h_{n,t-1}^{u,g}$ as inputs and outputs $\hat{h}_{n,t}^u$, which is defined as

$$\hat{h}_{n,t}^u = \sigma(W^u h_{n,t-1}^u + U^u \hat{y}_{n,t-1}^u + V^u h_{n,t-1}^{u,g}). \tag{5.10}$$

The personal hidden state will be update as

$$h_{n,t}^u = (1 - \hat{d}_{n,t}^u) \odot h_{n,t}^{u,g} + \hat{d}_{n,t}^u \odot \hat{h}_{n,t}^u. \tag{5.11}$$

$h_{n,t}^u$ equals $\hat{h}_{n,t}^u$ if the control gate is on corresponding to $\hat{d}_{n,t}^u = 1$. If $\hat{d}_{n,t}^u$ equals 0, $h_{n,t}^u$ will take the value of $h_{n,t}^{u,g}$.

The personal control gate $\hat{d}_{n,t}^u$ is binary, i.e., $\hat{d}_{n,t}^u \in \{0, 1\}$. The predicted control gate $\hat{d}_{n,t}^u$ at time $t$ is a function of $\hat{d}_{n,t-1}^u$, $h_{n,t-1}^{u,g}$, $h_{n,t-1}^u$, and $\hat{y}_{n,t-1}^u$ as follows

$$p(\hat{d}_{n,t}^u = 1) = \begin{cases} \sigma(W_o^u h_{n,t-1}^{u,g} + U_o^u \hat{y}_{n,t-1}^u + b_o) & \text{if } \hat{d}_{n,t-1}^u = 0 \\ \sigma(W_o^u h_{n,t-1}^u + U_o^u \hat{y}_{n,t-1}^u + b_o) & \text{if } \hat{d}_{n,t-1}^u = 1 \end{cases}. \tag{5.12}$$

$\hat{d}_{n,t}^u$ decides whether to use the personal component to generate the next word. $h_{n,t}^{u,d}$ is defined as

$$h_{n,t}^{u,d} = (1 - \hat{d}_{n,t}^u) \odot h_{n,t}^{u,g} + \hat{d}_{n,t}^u \odot h_{n,t}^u, \tag{5.13}$$

where $h_{n,t}^{u,d}$ is the hidden vector that directly generates the next word $\hat{y}_{n,t}^u$ and the probability of generating the next word $\hat{y}_{n,t}^u$ is defined by the generation process in Eqs. (5.1[5.3]).

The decoding procedure is as follows:

1. Initialize $h_{n,0}^{u,g}$, $h_{n,0}^u$, $\hat{y}_{n,0}^u$, $\hat{y}_{n,0}^{u,g}$ based on $h_{n,0}^{u,d}$ and $h_{n,0}^{u,c}$. $\hat{d}_{n,0}^u$ is initialized to be 0 and $\hat{y}_{n,0}^u$ is initialized to be a zero vector 0.

In training process, the ground-truth $\hat{d}_{n,t}^u$ is used as label to train the prediction function for $\hat{d}_{n,t}^u$. 
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2. Compute personal control gate $\hat{o}_{n,t}^u$ based on $h_{n,c}^u, \hat{o}_{n,t-1}^u, h_{n,t-1}^u, h_{n,t-1}^{g,n}$, and $\hat{y}_{t-1}^u$ with Eqs. (5.12).

3. Compute $h_{n,t}^{u,g}, h_{n,t}^{u,d}$ and the output hidden state $h_{n,t}^{u,d}$ based on the personal control gate $\hat{o}_{n,t}^u$.

4. Generate $\hat{y}_{n,t}^u$ based on the output hidden state $h_{n,t}^{u,d}$ with Eqs. (5.13).

5. Repeat step 2 to step 4 until the ending symbol.

The shared and personal components can be trained together with reinforcement learning as illustrated in the parameter learning section.

Compared with the basic decoder, the personalized decoder is novel in the following aspects:

1. Knowledge is transferred in the phrase level rather than the sentence level.

2. There is a shared component for knowledge transfer and a personalized component for each user in order to avoid negative transfer caused by different data distributions.

3. The personal control gate can learn when to use the shared component and when to use the personal component to generate a fluent and personalized response.

5.2.3 Combining HRED with Personalized Decoder

In this section, we show how the proposed personalized decoder can be combined with hierarchical recurrent encoder-decoder (HRED) [118] to make a personalized HRED, whose model is shown in
In the personalized HRED, there are a low-level encoding RNN, a high-level RNN, a dialogue policy and a personalized decoder. The low-level encoding RNN for spoken language understanding encodes user utterances into a user action vector, the high-level RNN is responsible for dialogue state tracking, the dialogue policy maps the dialogue state to the action vector, and the personalized decoder is responsible for generating words as the response.

**Spoken Language Understanding with Word Encoder** The low-level encoder RNN for spoken language understanding maps each \(X_u^n = \{x_{u,1}^n, x_{u,2}^n, \ldots, x_{u,N_u^n}^n\}\) to a fixed dimension vector \(h_{u,e}^{u,e,n,t}\) as
\[
    h_{u,e}^{u,e,n,t} = \tanh(W_e h_{u,e}^{u,e,n-1} + U_e x_{u,n,t}^n),
\]
(5.14)
where \(x_{u,n,t}^n\) is the word embedding vector of \(x_{u,n,t}^n\), \(U_e\) is the input embedding matrix and \(W_e\) is the weight matrix corresponding to hidden state (word-level) transition function. Similarly we can define a mapping from the response \(Y_u^n = \{y_{u,1}^n, y_{u,2}^n, \ldots, y_{u,N_u^n}^n\}\) to the response vector \(\overline{h}_{u,e}^{u,e,n,t}\) as
\[
    \overline{h}_{u,e}^{u,e,n,t} = \tanh(W_e \overline{h}_{u,e}^{u,e,n-1} + U_e y_{u,n,t}^n).
\]
(5.15)

**Dialogue State Tracking with Sentence RNN** The high-level sentence RNN tracks dialogue states based on all previous sentences in the dialogue. This RNN takes \(\overline{h}_{u,e}^{u,e,n-1}, h_{u,e}^{u,e,n}\) and \(h_{n-1}^{u,c}\) as the input to generate next dialogue state \(h_{n}^{u,c}\) as:
\[
    \overline{h}_{n-1}^{u,c} = \tanh(W_c \overline{h}_{n-1}^{u,c} + U_c h_{n-1}^{u,e,n-1}),
\]
(5.16)
\[
    h_{n}^{u,c} = \tanh(W_c h_{n}^{u,c} + U_c h_{n}^{u,e,n}),
\]
(5.17)
where \(\overline{h}_{n-1}^{u,c}, h_{n-1}^{u,e,n-1}\) and \(h_{n}^{u,e,n}\) are encoding vectors of sentences \(Y_{n-1}^u\) and \(X_{n}^u\), \(U_c\) is the embedding matrix for the input, and \(W_c\) is the weight matrix corresponding to the hidden state (sentence-level) transition function.

**Dialogue Policy with Linear Transformation** Given the current dialogue state \(h_{n}^{u,c}\), the action vector \(h_{n,0}^{u,d}\) is calculated as
\[
    h_{n,0}^{u,d} = \tanh(D_0 h_{n}^{u,c} + b_0)
\]
(5.18)
where \(D_0\) and \(b_0\) are the policy parameters.

**Response Generation with Personalized Decoder** Then the personalized decoder takes \(h_{n}^{u,c}\) and \(h_{n,0}^{u,d}\) as inputs to generate the response \(Y_{n}^u\) word by word.
The joint probability of \((H^u_n, O^u_n, Y^u_n)\) is given by:

\[
p(H^u_n, O^u_n, Y^u_n) = p(H^u_n)p(O^u_n, Y^u_n | H^u_n) \tag{5.19}
\]

\[
p(H^u_n) = \prod_{k} p(O^u_k, Y^u_k | H^u_k), \tag{5.20}
\]

where \(O^u_n = \{o^u_{n,i}\}_{i=0}^{N_{u,n}}\) is the collection of control gate variables for sentence \(Y^u_n\).

### 5.2.4 Combining Seq2Seq Model with Personalized Decoder

The proposed personalized decoder can be combined with the popular seq2seq model proposed in [134]. We can build a personalized seq2seq model by replacing the original decoder in the seq2seq model with the proposed personalized decoder. The whole encoder and the common component of the personalized decoder are shared across all users, while each user has his own personal component in the personalized decoder.

Moreover, the proposed personalized decoder can also be easily combined with many other models to achieve knowledge transfer.

### 5.2.5 Parameter Learning

The whole model is trained in an end-to-end manner with reinforcement learning [135] such that the model will generate personalized system response according to current dialogue state to maximize the future cumulative reward.

**Reward** The agent will receive general rewards and personal rewards, and the total reward is the sum of general reward and personal reward. The general and personal rewards will be received under the following conditions:

1. Personal rewards of 0.3 will be received when the user confirms the suggestion of the agent. This is related to the personal information of the user. For example, the user could confirm the address suggested by the agent.

2. General rewards of 0.1 will be received when the user provides the information about the target task.

3. General rewards of 1.0 will be received when the system helps the user finish the target task successfully.
4. General reward of $-0.2$ will be received by the agent when the user rejects to proceed if the system is generating non-logical responses. A reward of $-0.05$ will be received for each the dialogue turn.

The reward score is designed with the following strategy. The agent is encouraged to actively make personalized suggestions instead of asking general questions if it has more than 0.6 probability of being correct. By using $p$ to denote the probability of correct guess, the expected reward of making suggestions is $0.3p0.2(1.0-p)$ and the expected reward of asking a general question is 0.1. Solving $0.3p0.2(1.0-p) > 0.1$ implies $p > 0.6$. If $p < 0.6$, then the agent is discouraged to make a random guess. The task completion reward is set to a larger value 1.0.

**Loss function** We use the policy gradient method to learn the parameter of the model. Specifically, we use the REINFORCE [178] algorithm. The training set $D^u$ consists of a set of trajectories $T^u = \{H^u_n, O^u_n, Y^u_n, r^u_n\}_{n=1}^N$, which records actions provided by the user. We denote all these parameters by $\Theta$, and the model policy is denoted by $\pi$.

We define the return of the trajectory $J^{T^u} = \sum_{n=1}^{N} \gamma^{n-1}r^u_n$ where $r^u_n$ is the reward obtained at $n$-th dialogue turn. Then the loss function is defined as the expected reward of the policy under all trajectory $T^u \in D^u$:

$$J(\Theta) = \int_{T^u} p(T^u|\Theta) J^{T^u} dT^u,$$

whose gradient can be computed as

$$\Delta_\Theta J(\Theta) = \mathbb{E}\{\sum_{n=0}^{N} \Delta_\Theta \log \pi_\Theta(H^u_n, O^u_n, Y^u_n) J^{T^u} \}$$

where $J^{T^u}_n = \sum_{k=n}^{N} \gamma^{k-n}r^u_k$ is the future cumulative reward and $N$ is the total number of dialogue turns.

**Optimization** We adopt the Adam algorithm [61] to optimize our model. We train the model on data collected from different users, where the shared parameters are updated in each iteration while the personalized parameters are updated based on data collected from the corresponding user only.

### 5.3 Experiments

In this section, we experimentally verify the effectiveness of the personalized decoder by conducting experiments on a real-world dataset and a simulation dataset.
We compare the proposed two personalized phrase-level transfer models with their sentence-level counterparts and none-transfer versions. Note that we do not assume the predefined dialogue states or templates, thus rule-based systems do not apply here. All methods are listed as follows:

1. None-transfer seq2seq [134] (denoted by “S2S”): The sequence to sequence model is trained only with data from each individual user without transfer learning.

2. Sentence-level transfer seq2seq [82] (denoted by “ST-S2S”): The sequence to sequence model trained in a multi-task setting with both the encoder and the decoder shared across all users. Sentence-level knowledge is transferred.

3. Sentence-level encoder transfer seq2seq [82] (denoted by “ST-E-S2S”): The sequence to sequence model is trained in a multi-task setting with the encoder shared across all users but a different decoder for each target user. Sentence-level knowledge is transferred.

4. Personalized phrase-level transfer seq2seq (denoted by “PT-S2S”): The sequence to sequence model is equipped with the proposed personalized decoder and trained in the multi-task setting. Phrase-level knowledge is transferred.

5. None-transfer HRED [118] (denoted by “HRED”): The HRED model is trained only with data from each individual user, without transfer learning.

6. Sentence-level transfer HRED (denoted by “ST-HRED”): The HRED model is trained in a multi-task setting, while sentence-level knowledge is transferred.

7. Personalized phrase-level transfer HRED (denoted by “PT-HRED”): The personalized HRED model with the proposed personalized decoder is trained in a multi-task setting. Phrase-level knowledge is transferred.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train Set</th>
<th></th>
<th>Test Set</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Users</td>
<td>Dialogues</td>
<td>Users</td>
<td>Dialogues</td>
</tr>
<tr>
<td>Simulation</td>
<td>10</td>
<td>50</td>
<td>10</td>
<td>2,000</td>
</tr>
<tr>
<td>Real</td>
<td>52</td>
<td>464</td>
<td>52</td>
<td>831</td>
</tr>
</tbody>
</table>

Table 5.1: Statistics of the dataset
5.3.1 Simulation Experiments

In this section, we conduct experiments on a simulation dataset.

We build a rule-based user simulator for multi-turn coffee ordering services. The user simulator will order his favorite coffee with probability 0.8 and try new coffee with probability 0.2. The simulated user will answer questions about the coffee type, the temperature, the cup size and the delivery address. The user will give rewards according to the reward function defined in the reward section. All models will select an answer with the highest generative probability from a set of answer candidate templates, which is filled with the confirmed information obtained from the simulation user. In order to obtain ground-truth dialogues, we design a rule-based ground-truth agent which will choose the best reply with probability 0.8 and choose a random reply with probability 0.2. We have 10 simulated users in total. For each user, 5 dialogues are collected for training and 200 dialogues are collected for testing. In the training and testing processes, all interior ground-truth information and slot information will not be used.

We use the BLEU [104] and slot-error-rate as the off-line evaluation metric, and use the averaged reward and averaged success rate as the online evaluation metrics in order to fully evaluate our models. The original slot-error-rate is the ratio of the number of wrong-slots and missing-slots over the total number of slots in the given ground-truth structured system action. However, in our setting, the ground-truth structured system action is not given before response generation, thus the missing-slots do not make sense. We modify the definition of slot-error-rate so that it can adapt to our setting. The wrong-slots are defined as the slots not in the simulated user’s preference. Hence we define the slot-error-rate as the ratio of the number of wrong-slots over the total number of slots in the generated sentence. Note that a low slot-error-rate doesn’t necessarily mean the responses are fluent or appropriate, it only means fewer wrong-slots in the responses. For online testing, each simulated user will generate 1000 coffee orders and the mean and standard deviation of rewards obtained in the dialogues are reported. We run the experiments with 5 different random seeds and we report the mean and standard deviation of the BLEU, slot error rate, averaged rewards and success rate.

All results are shown in Figures 5.5(a)-5.6(b) with details listed in Table 5.2. The none-transfer models, i.e., “S2S” and “HRED”, work well because the simulated dialogues are relatively simple. The sentence-level transfer methods “ST-S2S”, “ST-E-S2S” and “ST-HRED” perform worst possibly due to the negative transfer. By analyzing the online evaluation records, we found that the sentence-level transfer methods suffer from, for example, using the wrong personal information as
shown in the case study section. Personalized phrase-level transfer methods obtain most of the personal information correctly and hence achieve the highest averaged reward, success rate and BLEU scores. These results show that our personalized decoder can improve baseline models and avoid negative transfer caused by domain differences.

### 5.3.2 Real-World Experiments

In this section, we conduct experiments on a real-world dataset.

The dataset is a coffee ordering dataset collected from an O2O service in China. The dialogues are conducted between real customers and real waiters via instant messages. The customers are
Table 5.2: Simulation Experiment Results

<table>
<thead>
<tr>
<th>Simulation</th>
<th>BLEU</th>
<th>Reward</th>
<th>SuccessRate</th>
<th>SlotError</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2S</td>
<td>0.5931 ± 0.0182</td>
<td>0.8478 ± 0.0724</td>
<td>0.6667 ± 0.0302</td>
<td>0.0708 ± 0.0061</td>
</tr>
<tr>
<td>ST-S2S</td>
<td>0.4297 ± 0.0099</td>
<td>0.4485 ± 0.0606</td>
<td>0.5310 ± 0.0302</td>
<td>0.4103 ± 0.0026</td>
</tr>
<tr>
<td>ST-E-S2S</td>
<td>0.5856 ± 0.0123</td>
<td>1.0121 ± 0.0633</td>
<td>0.7691 ± 0.0285</td>
<td>0.0627 ± 0.0048</td>
</tr>
<tr>
<td>PT-S2S</td>
<td>0.6685 ± 0.0050</td>
<td>1.1493 ± 0.1086</td>
<td>0.7945 ± 0.0503</td>
<td>0.0638 ± 0.0038</td>
</tr>
<tr>
<td>HRED</td>
<td>0.6575 ± 0.0029</td>
<td>1.1187 ± 0.0241</td>
<td>0.8095 ± 0.0112</td>
<td>0.0862 ± 0.0120</td>
</tr>
<tr>
<td>ST-HRED</td>
<td>0.5058 ± 0.0048</td>
<td>0.7860 ± 0.1085</td>
<td>0.7199 ± 0.0650</td>
<td>0.3763 ± 0.0046</td>
</tr>
<tr>
<td>PT-HRED</td>
<td>0.7193 ± 0.0148</td>
<td>1.5247 ± 0.0413</td>
<td>0.9587 ± 0.0164</td>
<td>0.0405 ± 0.0051</td>
</tr>
</tbody>
</table>

frequent shoppers, and the waiters are specially trained. On average there are four turns of interactions in each dialogue. In this dataset, there are 52 users with 8.9 dialogues on average for each user. The statistics of this dataset are listed in Table 5.1.

We also use the BLEU as the evaluation metric. For the BLEU score, 1-gram and 2-gram are used because many sentences are relatively short. Reward and success rate cannot be calculated because policies cannot be run live on static data. For each dialogue turn in each testing dialogue, we randomly generate five system responses, and we calculate the averaged BLEU score over the five responses. We train each model with five different random seeds and report the mean and standard deviation of the scores in the test set.

All results are listed in Figure 5.7 with details listed in Table 5.3. We can see that “S2S” and “HRED” have lowest BLEU score, because the training data from each individual user is insufficient for training a competitive model. The sentence-level transfer methods “ST-S2S”, “ST-E-S2S” and “ST-HRED” have higher BLEU score than none-transfer methods, which demonstrates that transfer learning can indeed help improve the performance. The personalized phrase-level transfer methods “PT-HRED” and “PT-S2S” outperform their corresponding sentence-level counterparts, i.e., “ST-S2S”, “ST-E-S2S” and “ST-HRED”, in terms of BLEU, which demonstrates the effectiveness of the personalized decoder. Specifically, “PT-HRED” improves “ST-HRED” by 7.5% in terms of BLEU. These experimental results again demonstrate that our personalized decoder improves several baseline models and alleviates the negative transfer effect.

5.3.3 Case study

In this section, we show a case to compare a sentence-level transfer model and a phrase-level transfer model to see how personalized decoder avoids negative transfer. As shown in Table 5.4 we can
see that the sentence-level transfer method “ST-HRED” transfers the wrong personal information from other domains and thereby leads to the failure. On the contrary, “PT-HRED”, the phrase-level transfer method, does transfer the correct personal information. As a result, it successfully avoids negative transfer caused by domain differences.

### 5.4 Conclusion

Training a personalized dialogue system requires a large amount of data, which is usually unavailable from an individual user. The existing seq2seq transfer learning models operate on the entire sentence, while personalized dialogues require finer granularity. We propose a personalized decoder, which can transfer phrase-level information between different users while keeping personalized information intact. The proposed personalized decoder can be easily combined with many models including seq2seq and HRED to achieve knowledge transfer. Experimental results demon-
Table 5.4: A case study by comparing the sentence-level transfer model “ST-HRED” and the phrase-level transfer model “PT-HRED”, where the personal words are in bold.

<table>
<thead>
<tr>
<th></th>
<th>Response Generation Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User:</strong></td>
<td>I want a cup of coffee.</td>
</tr>
<tr>
<td><strong>Truth Agent:</strong></td>
<td>Same as before, <strong>tall hot macchiato</strong> and deliver to <strong>Building No.1, Zhengda Wudaokou Plaza, No.1199 Minsheng Road, Pudong District, Shanghai</strong>?</td>
</tr>
<tr>
<td><strong>ST-HRED:</strong></td>
<td>Same as before, tall hot latte and deliver to <strong>Building No.1, Zhengda Wudaokou Plaza, No.1199 Minsheng Road, Pudong District, Shanghai</strong>?</td>
</tr>
<tr>
<td><strong>PT-HRED:</strong></td>
<td>Same as before, <strong>tall hot macchiato</strong> and deliver to <strong>Building No.1, Zhengda Wudaokou Plaza, No.1199 Minsheng Road, Pudong District, Shanghai</strong>?</td>
</tr>
</tbody>
</table>

strate that the phrase-level transfer personalized models improve the BLEU over multiple sentence-level transfer baseline models. We will study dialogue transfer learning under finer-granularity like prefix and stem in the future.
CHAPTER 6

TRANSFER REINFORCEMENT LEARNING THROUGH SIMULTANEOUS SPEECH-ACT AND SLOT ALIGNMENT

Dialogue policy transfer enables us to build dialogue policies in target domains with little data, by leveraging knowledge from a source domain with plenty of data. Dialogue sentences are usually represented by speech-acts and domain slots, and the dialogue policy transfer is usually achieved by assigning a slot mapping matrix based on human heuristics. However, existing dialogue policy transfer methods cannot transfer across dialogue systems with different speech-acts, for example, between systems built by different companies. Also, they depend on either common slots or slot entropy, which are not available in situations when the source and target slots are totally disjoint and full database access is not available to calculate slot-entropy. We propose the Policy tRansfer across dOMaIns and SpEech-acts (PROMISE) model, which is able to transfer dialogue policies across domains with different speech-acts and disjoint slots. The PROMISE model can learn to align different speech-acts and slots simultaneously, and it does not require common slots or slot entropy. Both real-world dialogue data experiments and simulation experiments demonstrate that PROMISE model can effectively transfer dialogue policies across different speech-acts and different domains.

6.1 Introduction

Based on the method, task-oriented dialogue systems can be divided into rule-based and learning-based systems. Learning-based dialogue systems can learn robust dialogue policies from dialogue training data without hand-crafted dialogue decisions made by the human, but a lot of training dialogues are needed to train the dialogue policy. In this chapter, we focus on the dialogue policy learning in multi-turn task-oriented dialogue systems.

Transfer learning can be used to build a dialogue policy on a target domain with limited data, by leveraging the dialogue policy and dialogue data from a different source domain. The sentences in task-oriented dialogue systems are usually represented by speech-acts and domain slots. For example, “I want to book a four-star hotel” can be represented by “inform(type=hotel, stars=4star)”, where “inform” is the speech-act, “type” and “stars” are the slots related to hotel booking domain,
and “hotel” and “4star” are specific slot values for the two domain slots. Many dialogue policy transfer methods have been proposed. Gavsic et al. [37, 38] propose to adapt a dialogue policy to an extended domain with additional slots by leveraging common slots and by manually defining a slot similarity function. Gavsic et al. [36] propose to calculate a normalized entropy for each source and target slot, and then build a cross-domain slot similarity matrix by aligning the source and target slots with similar normalized entropy.

However, existing dialogue policy transfer methods cannot transfer across dialogue systems built with different speech-acts, e.g., between systems built by different companies. The speech-act “inform” in a dialogue system might correspond to the speech-act “tell” or even “Action1” in another dialogue system. Moreover, existing dialogue transfer methods do not work in situations when the source and target domains do not have common slots and when full database access is not available to calculate the normalized entropy for each slot.

We propose the Policy tRansfer across dOMaIns and SpEech-acts (PROMISE) model, which is able to transfer dialogue policies across different domains and speech-acts. The proposed PROMISE model jointly learns a cross-system speech-act similarity matrix and a cross-domain slot similarity matrix, with plenty of source training dialogues and a few target dialogue data. In addition, the proposed algorithm does not require common slots or full database access to calculate the normalized entropy for each slot. Extensive simulations and real-world experiments show that the PROMISE model can effectively transfer dialogue policies across domains with different speech-acts and disjoint slots.

The contributions of this chapter are three folds:

1. We define and formulate the simultaneously cross speech-act and cross-domain dialogue policy transfer problem.

2. We propose a novel transfer learning model, the PROMISE, for the problem. The PROMISE model can transfer across different domain slots and different speech-acts, and it does not require common slots or a full database access to calculate the normalized entropy for each slot.

3. We conduct simulation experiments and collect a real-world cross-domain dialogue dataset to evaluate the proposed algorithm, the experimental results show that the proposed algorithm can effectively transfer dialogue policies across domains and speech-acts.
6.1.1 Challenges

To transfer dialogue policy across domains and systems, we have to overcome several challenges.

1. The source domain and the target domain have different sets of slots. Traditional cross-domain policy transfer methods require a human predefined cross-domain slot mapping matrix, which might be inaccurate and require a lot of human effort. Some methods propose to calculate a normalized entropy for each source/target slot in the whole entity database, but a full access to the whole entity database might not be accessible in many applications. We need to learn the cross-domain similarity matrix with only a small number of dialogue records in the target domain.

2. The source domain and the target domain have different speech-acts. Existing methods only consider the policy transfer across domains in the same dialogue system with the same set of speech-acts. However, if the source domain dialogue policy is built by a different group with different speech-acts, existing methods fail to transfer. The semantic meaning of dialogue states and dialogue actions are determined by the combination of speech-acts and domain slots, which makes the learning more complicated. In order to transfer dialogue policy in this scenario, we need to learn the cross-domain speech-act mapping matrix simultaneously with the slot mapping matrix, with only a small number of target domain dialogue records.

6.1.2 Related Work of Cross-Domain Dialogue Policy Transfer

In this section we introduce the related works.

Transfer learning [102] has been used in dialogue systems to solve the data sparsity problem in spoken language understanding, dialogue state tracking, dialogue policy learning and natural language generation. In this chapter, we focus on dialogue policy transfer learning problems on the multi-turn task-oriented dialogue systems. Gavsic et al. [37] [38] propose to adapt a dialogue policy to an extended domain with additional slots with policy fine-tuning and using source domain dialogue policy as prior. In this case, the source domain and the target domain should have a considerable portion of common slots, or the similarity value between new slots and old slots have to be manually assigned. Gavsic et al. [36] propose to build a cross-domain slot similarity matrix by using a normalized entropy for each slot, and matching the source slots and target slots according to the normalized entropy of each slot. However, the normalized entropy for each slot cannot be directly calculated from the training dialogue, because an additional full access to the
whole databases in the source domain and target domain is needed. Moreover, existing dialogue policy transfer learning methods cannot transfer across dialogue systems built with a different set of speech-acts.

Transfer learning techniques for reinforcement learning [141] has been used in various domains, but most methods require a predefined state mapping or action mapping assigned by human experts. Taylor et al. [140] propose to test all possible state and action mapping off-line one by one and choose the mapping that can minimize prediction error of target model on the source data. However, the number of all possible state and action mapping grows exponentially in the number of actions and slots, so this algorithm is computationally inefficient and impractical for real-world task-oriented dialogue systems.

In contrast to the above mentioned related works, the proposed PROMISE model is able to transfer dialogue policies across domains with different slots and across systems with different speech-acts, and it does not require the source and target tasks to share common slots or the full access to the whole database to calculate entropy. And our algorithm is optimized via convex optimization, which is computationally efficient.

6.2 Model: PROMISE

In this section, we introduce the dialogue model. Firstly we briefly introduce the single domain dialogue system, then we introduce the proposed PROMISE policy transfer model.

6.2.1 Notation

In this thesis, matrices are denoted in a bold capital case, column vectors are in a bold lower case, and scalars are in a lower case. The utterance of the user is denoted as $X$, and the utterance of the agent is denoted as $Y$. A multi-turn dialogue record is denoted as $\{X_n, Y_n, r_n\}_{n=0}$, where $r_n$ is the immediate reward for the $n$-th dialogue turn.

6.2.2 Problem Definition

The problem is illustrated in Figure 6.1. Given a target domain with a few training dialogues and a source domain with plenty of training dialogues, the problem is to learn a dialogue policy in the target domain by leveraging knowledge in the source domain. Note that in this problem, the
speech-acts and domain slots in the source domain and target domain can be completely different, and no external database is available besides the training dialogues. The input of the problems are:

1. Plenty of source domain training dialogues $\mathcal{D}^s = \{X^n_s, Y^n_s, r^n\}_{n=0}$.

2. A few target domain training dialogues $\mathcal{D}^t = \{X^n_t, Y^n_t, r^n\}_{n=0}$.

The output of the problems is:

1. A dialogue policy $\pi^t$ for the target domain.

### 6.2.3 Different Abstractions of Sentence and Dialogue State

In order to let the model have better generalization ability, there is three levels of abstraction for the sentences and the dialogue states in the PyDial [150] package. The details are summarized in Table 6.1.

1. **Original sentences and dialogue states.** This is the original input of the dialogue system, where each sentence is represented by a sequence of words. The user utterance in the $n$-th dialogue turn is notated by $X_n$ and the agent reply is notated by $Y_n$. The dialogue state for the $n$-th agent reply $Y_n$ is notated by

   $$ H_n = \{\{X_k, Y_k\}_{k=1}^{n-1}, X_n\}, \quad (6.1) $$

   which is the collection of all previous user utterances and agent replies in the current dialogue session. For example, $X_1$=“I want to find an expensive hotel”.
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Table 6.1: Different Levels of abstraction for sentences and dialogue states.

<table>
<thead>
<tr>
<th>Abstraction Level</th>
<th>Notation</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>$X_n, Y_n, H_n$</td>
<td>$H_n = { (X_k, Y_k)_{k=1}^{n-1}, X_n }$</td>
<td>$X_1 = \text{“I want to find an expensive hotel”}$</td>
</tr>
<tr>
<td>Abstracted</td>
<td>$\tilde{X}_n, \tilde{Y}_n, \tilde{H}_n$</td>
<td>$\tilde{X}<em>n = { a_n, { s_k = v_k }</em>{k=1} }$; $\tilde{Y}_n = { a_n, { s'_k = v'<em>k }</em>{k=1} }$; $\tilde{H}<em>n = { l</em>{db,n}, a_n, { \tilde{s_k}, \tilde{v}_k }, { \tilde{s'_k}, \tilde{v}'_k } }$</td>
<td>$X_1 = \text{“inform(type=hotel, price=expensive)”}$; $\tilde{H}<em>1 = { l</em>{db,n} = 10, a_1 = \text{inform, } { \tilde{s}_1 = \text{price, } \tilde{v}_1 = \text{expensive} }, { } }$</td>
</tr>
<tr>
<td>Summary</td>
<td>$x_n, y_n, h_n$</td>
<td>$x_n = [a_n, s_n]$; $y_n = [a'_n, s'<em>n]$; $h_n = [l</em>{db,n}, a_n, \tilde{s}_n, \tilde{s}_n]$</td>
<td>$x_1 = [0, 0, 0, 1], [0, 1, 0, 0]$; $h_1 = [10], [0, 0, 0, 1], [0, 1, 0, 0], [0, 0, 0, 0]$</td>
</tr>
</tbody>
</table>

2. **Abstracted sentences and states.** This is the first abstraction of the dialogue system, which is used in the spoken language understanding module, the dialogue state tracking module and the natural language generation module. In this abstraction level, each sentence is represented by a speech-act $a$, a collection of slots $s$ and their slot-values $v$. An abstracted user utterance is denoted by

$$\tilde{X}_n = \{ a_n, \{ s_k = v_k \}_{k=1} \}$$

and an abstracted agent reply is denoted by

$$\tilde{Y}_n = \{ a'_n, \{ s'_k = v'_k \}_{k=1} \}.$$  

(6.2) (6.3)

The abstracted dialogue state for the $i$-th agent reply is denoted by

$$\tilde{H}_n = \{ l_{db,n}, a_n, \{ \tilde{s}_k, \tilde{v}_k \}, \{ \tilde{s'_k}, \tilde{v}'_k \} \},$$

(6.4)

where $l_{db,n}$ is the number of entities that match all requirements, $a_n$ is the latest user speech-act, $\{ \tilde{s}_k, \tilde{v}_k \}$ is the collection of constraints obtained from the user and $\{ \tilde{s}_k, \tilde{v}_k \}$ is the collection of questions asked by users about slots $\tilde{s}$. For example, $X_1 = \text{“I want to find an expensive hotel”}$ can be represented by $\tilde{X}_1 = \text{“inform(type=hotel, price=expensive)”}$, and $\tilde{H}_1 = \{ l_{db} = 10, a_1 = \text{inform, } \{ \tilde{s}_1 = \text{price, } \tilde{v}_1 = \text{expensive} \}, \{ \} \}$.

3. **Summary sentences and states.** This is the highest abstraction level [144, 183] of the dialogue system used inside the dialogue policy module. In this abstraction level, each sentence is represented by a speech-act one-hot vector $a_n$ and a slot one-hot vector $s_n$ without the slot value. Compared with the abstracted sentence and abstracted dialogue state, there is no slot-value in the summary sentence and summary dialogue state, since the dialogue policy can select an appropriate response by knowing which slot is constrained without knowing the
exact slot value. A summary user utterance is notated by

\[ x_n = [a_n, s_n] \]  \hspace{1cm} (6.5)

and a summary agent reply is denoted by

\[ y_n = [a'_n, s'_n], \]  \hspace{1cm} (6.6)

where \( a_n \) is the one-hot vector for the speech-act and \( s_n \) is the one-hot vector for the corresponding slot. The summary dialogue state for the \( i \)-th agent reply is denoted by

\[ h_n = [l_{db,n}, a_n, \tilde{s}_n, \hat{s}_n], \]  \hspace{1cm} (6.7)

where \( l_{db,n} \) is a one-hot database state vector indicating the number of entities matching the current user’s requirements, \( a_n \) is the one-hot vector of the latest user speech-act, \( \tilde{s}_n \) is a vector indicating whether the user has provided information about each slot so far, and \( \hat{s}_n \) is a vector indicating whether the user has request information about each slot. For example, \( X_1 = “I want to find an expensive hotel” \) can be represented by \( x_1 = [[0, 0, 0, 1], [0, 1, 0, 0]] \), and \( h_1 = [[10], [0, 0, 0, 1], [0, 1, 0, 0], [0, 0, 0, 0]]. \)

### 6.2.4 Single Domain Dialogue System

We briefly introduce the single domain dialogue system we used to generate the agent reply \( Y_n \) on each dialogue round based on the dialogue state \( H_n \), and how to update the dialogue state with the previous user utterance \( X_n \). We build our model-based on the PyDial [150] package.

The spoken language understanding (SLU) module transforms a user utterance \( X \) into the abstracted user utterance \( \tilde{X}_n = \{a_n, \{s_k = v_k\}_{k=1}\} \), and it is based on the regular expression for speed and easy of use. It can be written as

\[ \tilde{X}_n = \text{SLU}(X_n). \]  \hspace{1cm} (6.8)

The dialogue state tracking (DST) module tracks the current dialogue state \( \tilde{H}_n \), based on the previous dialogue state \( \tilde{H}_{n-1} \), the previous abstracted system utterance \( \tilde{Y}_{n-1} \) and abstracted user utterance \( \tilde{X}_n \). The current dialogue state tracking module are built with hand-crafted rules and it can be written as

\[ \tilde{H}_n = \text{DST}(\tilde{H}_{n-1}, \tilde{Y}_{n-1}, \tilde{X}_n). \]  \hspace{1cm} (6.9)

The dialogue policy model (DPL) can choose the agent reply \( \tilde{Y}_n \) to maximize future total expected reward, \( \tilde{Y}_n = \pi(\tilde{H}_n) \). The learned Q-function estimates the expected future reward for each possible agent reply candidate \( \tilde{Y}_n \) under the current state, and the agent reply are sampled from these
candidates according to their Q-value. In this chapter, we use the Gaussian process based dialogue policy. But the proposed knowledge transfer algorithm can work for any dialogue policy based on Q-function. The policy can be written as

$$\tilde{Y}_n = \arg \max_{\tilde{Y}_j} Q(\tilde{H}_n, \tilde{Y}_j). \quad (6.10)$$

The natural language generation (NLG) module converts an abstracted agent reply in speech-act slot representation $\tilde{Y}_n$ into a fluent sentence $Y_n$. The current template-based natural language generation can be written as

$$Y_n = \text{NLG}(\tilde{Y}_n). \quad (6.11)$$

### 6.2.5 The PROMISE policy transfer model

In this section, we introduce the PROMISE policy transfer model. The PROMISE model can learn to map dialogue states and candidate agent replies from the target domain to the source domain, and then leverage the Q-function in the source domain.

The PROMISE policy transfer framework can be written as

$$Q^t(h^t, y^t) = Q^s(f_{h}^{t2s}(h^t), f_{y}^{t2s}(y^t)), \quad (6.12)$$

where $Q^s(h^s, y^s)$ is the source domain dialogue policy, $f_{h}^{t2s}(h^t)$ is the cross-domain state translation function, $f_{y}^{t2s}(y^t)$ is the cross-domain sentence translation function, which will be detailed in the following section [6.2.5]. The source domain dialogue policy can be any dialogue policy, in this chapter we utilize the popular Gaussian process dialogue policy [41].

**Cross-domain state and action mapping**

Before defining the cross-domain state translation function $f_{h}^{t2s}(h^t)$ and the cross-domain sentence translation function $f_{y}^{t2s}(y^t)$, we need to firstly define the basic cross-domain speech-act mapping function $f_{a}^{t2s}(a^t)$ and the cross-domain slot mapping function $f_{s}^{t2s}(s^t)$.

The cross-domain speech-act mapping function is defined as follows. The source domain speech-act vector is denoted by $a^s$ and the target domain speech-act vector is denoted by $a^t$. We use $A^s$ to denote the set of all source speech-acts and $A^t$ to denote the set of all target domain speech-acts. We assume a $d$ dimension embedding vector for each speech-act in the source and the target domains, so the source domain speech-act embedding matrix is $E^{A^s} \in \mathbb{R}^{|A^s| \times d}$ and the target
domain speech-act embedding matrix is \( E^{A^t} \in \mathbb{R}^{|A^t| \times d} \). So the speech-act similarity matrix from target domain to source domain is defined as

\[
M^t_{a^2s} = \text{softmax}(E^{A^t}(E^{A^s})^T),
\]

(6.13)

where the element in the \( i \)-th row \( j \)-th column is the speech-act similarity between the \( i \)-th target domain speech-act and the \( j \)-th source speech-act, the superscript \( T \) denotes the transpose of a vector or matrix, softmax() denotes the column-wise softmax function making each column sums to 1. Given a speech-act vector in the target domain \( a^t \), the translated source speech-act vector is

\[
a^s = f^{t2s}_a(a^t) = a^t M^t_{a^2s}.
\]

(6.14)

Similarly, the speech-act similarity matrix from the source domain to the target domain is defined as

\[
M^s_{a^2t} = \text{softmax}(E^{A^s}(E^{A^t})^T),
\]

(6.15)

and the cross-domain speech-act mapping function from the source domain to the target domain is defined as

\[
a^t = f^{s2t}_a(a^s) = a^s M^s_{a^2t}.
\]

(6.16)

The cross-domain slot mapping function is defined as follows. The source domain slot vector is denoted by \( s^s \) and the target domain slot vector is denoted by \( s^t \). We use \( S^s \) to denote the set of all source domain slots and \( S^t \) to denote the set of all target domain slots. We have a \( d \) dimension embedding vector for each slot in the source and the target domains, so the source domain slot embedding matrix is \( E^{S^s} \in \mathbb{R}^{|S^s| \times d} \) and the target domain slot embedding matrix is \( E^{S^t} \in \mathbb{R}^{|S^t| \times d} \). So the slot similarity matrix from the target domain to the source domain is defined as

\[
M^s_{s^2a} = \text{softmax}(E^{S^t}(E^{S^s})^T),
\]

(6.17)

where the element in the \( i \)-th row \( j \)-th column is the slot similarity between the \( i \)-th target domain slot and the \( j \)-th source slot, the superscript \( T \) denotes the transpose of a vector or matrix, softmax() denotes the column-wise softmax function making each column sums to 1. Given a slot vector in the target domain \( s^t \), the translated source slot vector is

\[
s^s = f^{t2s}_s(s^t) = s^t M^s_{s^2a}.
\]

(6.18)

Similarly, the slot similarity matrix from the source domain to the target domain \( M^{s2t} \) is defined as

\[
M^s_{s^2t} = \text{softmax}(E^{S^s}(E^{S^t})^T),
\]

(6.19)
and the cross-domain slot mapping function from the source domain to the target domain is defined as

\[ s^t = f_s^{2t}(s^s) = s^s M_s^{2t}. \]  

(6.20)

Now we are ready to define the cross-domain summary state translation function. The source domain summary state vector is denoted by \( h^s \) and the target domain summary state vector is denoted by \( h^t \). As the source domain summary state \( h^s \) can be expressed via speech-act one-hot vector and domain one-hot slots as

\[ h^s = [l_{db}, a^s, \tilde{s}^s, \hat{s}^s], \]  

(6.21)

and the corresponding target summary state \( h^t \) can be expressed as

\[ h^t = [l_{db}, a^t, \tilde{s}^t, \hat{s}^t], \]  

(6.22)

where the \( l_{db} \) is the vector representing the number of entities matching the current requirements in the database. The cross-domain state mapping function from the target domain to the source domain \( f_{h}^{t2s}(h^t) \) can be defined as

\[ h^s = f_{h}^{t2s}(h^t), \]  

(6.23)

\[ f_{h}^{t2s}(h^t) = [l_{db}, f_{a}^{t2s}(a^t), f_{s}^{t2s}(\tilde{s}^t), f_{s}^{t2s}(\hat{s}^t)], \]  

(6.24)

where the \( l_{db} \) in both the source and the target domains have the same format since it is the number of entities, \( f_{a}^{t2s}(\cdot) \) is the cross-domain speech-act translation function and \( f_{s}^{t2s}(\cdot) \) is the cross-domain slot translation function defined above.

The cross-domain sentence translation function can be also defined similarly. The source domain summary sentence vector \( y^s \) can be expressed via a speech-act one-hot vector and a slot one-hot vector as

\[ y^s = [a^s, \tilde{s}^s], \]  

(6.25)

and the corresponding target domain summary sentence vector \( y^t \) can be expressed as

\[ y^t = [a^t, \tilde{s}^t]. \]  

(6.26)

The cross-domain summary sentence mapping function can be defined as

\[ y^s = f_{y}^{t2s}(y^t), \]  

(6.27)

\[ f_{y}^{t2s}(y^t) = [f_{a}^{t2s}(a^t), f_{s}^{t2s}(\tilde{s}^t)]. \]  

(6.28)
6.2.6 Parameter Learning

In this section, we introduce the learning objective and how the model is trained.

**Reward Function**

The reward function is defined in the PyDial [150] package. For each dialogue turn, the agent receives an immediate reward of $-1$ to punish longer dialogues. If the system informs the user an entity that matches his requirements or there is no such entity, then the dialogue is considered successful, and the agent will get a final reward of $20$. The successful reward will only be observable after the whole dialogue is finished.

**Loss Function**

In this chapter, we combine the Q-learning objective with a series of regularization terms as the final loss function. The loss function is defined as

$$L(\Theta) = \mathbb{E}[r_n + \gamma \max_{y'} Q^t(h_{n+1}, y') - Q^t(h_n, y_n)]^2 + R(\Theta),$$

(6.29)

where $R(\Theta)$ is the regularization term. We optimize the model with the Adam [61] algorithm.

**Regularization**

Regularization terms of the cross-domain speech-act mapping and the cross-domain slot mapping functions include

1. Since different speech-acts will co-occur with different slots, the first term regularizes that similar speech-acts should only appear with similar slots. Firstly, we need to model the probability of the slot vector $s$ conditioned on the speech-act vector $a$. We build a logistic regression prediction function on both the source and the target domains, and they are defined as

$$s^s = c^s(a^s),$$

(6.30)

$$s^t = c^t(a^t),$$

(6.31)

where $c^s()$ is a logistic regression prediction function trained in target domain to predict the slot vector $s^s$ based on the speech-act vector $a^s$ and $c^t()$ is a prediction function trained in target domain. The logistic regression prediction function $c^s()$ and $c^t$ are trained by minimizing...
the objective function

$$R_{cs}(\Theta) = \frac{1}{|D_s|} \sum_{\{a^s, s^s\} \in D_s} L_{ce}(c^s(a^s), s^s),$$  \hspace{1cm} (6.32)$$

and

$$R_{ct}(\Theta) = \frac{1}{|D_t|} \sum_{\{a^t, s^t\} \in D_t} L_{ce}(c^t(a^t), s^t).$$  \hspace{1cm} (6.33)$$

Then we are ready to define the cross-domain slot vector preservation loss. For every sentence \([a^s, s^s]\) in the source domain, \(f^{s2t}_a(a^s)\) are the corresponding similar speech-act vector in the target domain, and \((c^t \circ f^{s2t}_a)(a^s)\) is the predicted compatible slot vector in the target domain. The actual slot vector \(s^s\) should be similar with the slot vectors projected from the target domain, and the cross-domain slot vector preservation loss can be defined as

$$R_{1s}(\Theta) = \frac{1}{|D_s|} \sum_{\{a^s, s^s\} \in D_s} L_{ce}((f^{12s}_s \circ c^t \circ f^{s2t}_a)(a^s), s^s)$$  \hspace{1cm} (6.34)$$

where \(L_{ce}()\) is the cross-entropy loss and \(\circ\) is the functional composition. Similarly, for every sentence \([a^t, s^t]\) in the target domain, the cross-domain slot vector preservation loss can be defined as

$$R_{1t}(\Theta) = \frac{1}{|D_t|} \sum_{\{a^t, s^t\} \in D_t} L_{ce}((f^{s2t}_s \circ c^t \circ f^{t12}_a)(a^t), s^t)$$  \hspace{1cm} (6.35)$$

where \(L_{ce}()\) is the cross-entropy loss and \(\circ\) is the functional composition. The cross-domain slot vector preservation loss in both domains can be defined as

$$R_1(\Theta) = R_{1s}(\Theta) + R_{1t}(\Theta).$$  \hspace{1cm} (6.36)$$

2. Since there are a lot of data in the source domain, we assume the user’s conditional reaction speech-act follow a specific distribution, and we can predict the user reaction to each dialogue action. With a good cross-domain mapping, the target user should react similarly to the target system action. The source domain user speech-act prediction function can be trained by minimizing the following loss function

$$L_{csu}(\theta) = \frac{1}{|D_s|} \sum_{x_n = \{a_n, s_n\}, y_{n-1} \in D_s} L_{ce}(c^s_u(y_{n-1}; \theta), a_n),$$  \hspace{1cm} (6.37)$$

$$\theta = \arg \min_{\theta'} L_{csu}(\theta'),$$  \hspace{1cm} (6.38)$$
where \( c^s() \) is a logistic regression prediction function trained in the source domain to predict the user’s next speech-act \( a_n \) based on the system reply \( y_{n-1} \) and \( \theta \) is the parameter of \( c^s() \). The cross-domain user prediction regularization can be expressed as

\[
R_2(\Theta) = \frac{1}{|D^t|} \sum_{\{x_n = \{a_n, s_n\}, y_{n-1}\} \in D^t} L_{ce}((f^{a2t}_a \circ c^s_a \circ f^{t2s}_y)(y_{n-1}), a_n),
\]  

(6.39)

where \( \circ \) is the functional composition.

3. Different speech-acts have different occurrence probability and similar speech-acts should have similar occurrence probabilities. We define a cross-domain frequency loss function of both user speech-act and the agent speech-act as

\[
R_3(\Theta) = L_{KL}(p_{ta}^t, p_{sa}^s),
\]  

(6.40)

where \( p_{ta}^t \) is the occurrence probability of target domain speech-acts, \( p_{sa}^s \) is the occurrence probability of source domain speech-acts and \( L_{KL} \) is the KL-divergence.

4. One-to-one slot matching is good when source domain and target domain have a similar number of slots, but when two domains have a different number of slots, some slots in the source/target domain do not have a corresponding cross-domain slot. In this case, multiple source/target domain dialogue states might correspond to the same transferred dialogue state, which leads to bad performance. To encourage the slot mapping matrix to have more uniform slot mapping, so that the changes of a state in target domain would affect the state vector in the source domain, we encourage uniform slot mapping, and the regularization can be defined as

\[
R_4(\Theta) = \sum_j \left( \sum_i p_{s_i^s, s_j^t} - \frac{1}{|S^t|} \right)^2,
\]  

(6.41)

where \( p_{s_i^s, s_j^t} \) is the probability of mapping the source slot \( s_i^s \) to the target slot \( s_j^t \).

### 6.3 Experiments

In this section, we conduct experiments on a simulation dataset and a real-world dataset to verify the effectiveness of the proposed algorithm.

#### 6.3.1 Baselines

We compare the proposed PROMISE model with the following baseline methods.
1. None-Transfer method (denoted by “NoneTL”), which utilize only the target domain dataset to train a dialogue policy. The dialogue policy is trained with the Gaussian process dialogue policy.

2. Random Speech-act Mapping and Entropy slot-matching (denoted by “RAFS”), which has a random speech-act mapping and an entropy-based cross-domain slot matching [36].

3. Learned Speech-act Mapping and Entropy slot-matching (denoted by “LAFS”), which has a learned speech-act mapping and an entropy-based slot-matching matrix.

4. Perfect speech-act mapping and entropy-based slot-matching (denoted by “FAFS”), which has a ground-truth speech-act mapping and the entropy-based slot-matching. This method is used to demonstrate the performance upper bound of the transfer learning with a fixed slot-matching.

5. Perfect speech-act mapping and learned slot-matching (denoted by “FALS”), which has a ground-truth speech-act mapping matrix, and the slot-matching is learned with the proposed algorithm. This method is used to demonstrate the upper bound of transfer learning when the speech-act mapping is known and the slot-matching is learned from the data.

6.3.2 The Source and Target Domains

In the experiments, a dialogue policy in the Cambridge restaurants booking domain (denoted as “CamRestaurants”) is transferred to the target Cambridge hotel booking domain (denoted as “CamHotels”). The CamRestaurants domain is a restaurant booking dialogue system in Cambridge, and the CamHotels domain is a hotel booking dialogue system in Cambridge. The CamRestaurants domain has 9 slots including 4 informable slots which can be used to constrain the scope of search and 5 other slots which can only be asked after an entity is identified, for example, price is a informable slot since customer can ask for a cheap restaurant, but phone is only requestable, because few customers will say “I want to find a restaurant with this phone number”. The CamHotels domain has 6 informable slots and 5 other slots. The detailed speech-acts and slots are listed in Table 6.2.

Note that the ground-truth speech-act and slot mapping are not available, for example, the algorithms do not know “ack” in the source domain corresponds to “ack” in the target domain, because the source and target domains systems could have used different sets of speech-acts. Transferring
Table 6.2: The speech-acts and slots in the source and target domains dataset. The ground truth speech-act and slot mapping are not available, for example, the algorithms do not know “ack” in the source domain corresponds to “ack” in the target domain, because the source and target domain systems could have used different sets of speech-acts. Transferring dialogue policies across domains with different speech-acts requires to learn the cross-domain speech-act mapping and slot mapping from the training data.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Speech-acts</th>
<th>Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source: CamRestaurants</td>
<td>ack, bye, hello, none, repeat, silence, thankyou</td>
<td>Source: CamHotels</td>
</tr>
<tr>
<td></td>
<td>affirm, confirm, confreq, deny, inform, inform_alternatives, informbyname, negate, null, reqalts, reqmore, request, restart, select</td>
<td>Target: CamHotels</td>
</tr>
<tr>
<td></td>
<td>food, pricerange, name, area</td>
<td></td>
</tr>
<tr>
<td></td>
<td>addr, phone, postcode, signature, description</td>
<td></td>
</tr>
</tbody>
</table>

dialogue policies across domains with different speech-acts requires learning the cross-domain speech-act mapping and slot mapping from the training data.

6.3.3 Simulation

In this section, we conduct a simulation experiment with the user simulator in PyDial [150] package.

Setting

In this simulation experiment, we use the user simulator in the Pydial package to train and test the dialogue policies. In each dialogue, the simulator built within the package randomly generates a set of requirements and the simulator tries to ask for an entity that matches all requirements. If an entity matching all requirements is suggested by the dialogue system within 20 dialogue turns, then the task is considered successful, and the agent will get a successful reward of 20 after the dialogue ends. For each dialogue turn, a slight punishment of $-1$ will be given to the agent to encourage shorter dialogues.
Table 6.3: The number of dialogues used in each experiment is shown in the table. The simulation is repeated with 10 different random seeds, and the real-world experiment is repeated for 5 times with 5 sets of target domain training data. Each set of real-world target domain training data have 20 dialogues, so the total number of target domain training dialogues is 100.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source: CamRestaurants</td>
<td>Target: CamHotels</td>
<td>Live: 300</td>
</tr>
<tr>
<td>Simulation (Only Total Reward)</td>
<td>1000</td>
<td>1-100</td>
</tr>
<tr>
<td>Real (Immediate Reward)</td>
<td>40</td>
<td>1-20</td>
</tr>
</tbody>
</table>

In the simulation, only the final total reward will be used to train the dialogue policy and no immediate rewards will be used. This is the setting where less labelling effort is needed for each dialogue (only the final reward), but in this case more training dialogues are needed to train a good dialogue policy. There are 1000 training dialogues in the source domain, and we vary the number of training dialogues in the target domain from 1 to 100. The detailed statistics of the simulation dataset is listed in Figure 6.3.

Evaluation

We use the averaged reward, the success rate and the number of dialogue turns to evaluate the performance of the dialogue system. We run the experiments with 10 different random seeds and we report the averaged performance. The averaged reward is the mean of all rewards obtained by the simulated user while interacting with the agent being tested, the success rate measures the probability that the simulated user successfully orders a cup of coffee within 20 turns, and the number of dialogue turns is the average number of dialogue turns before the simulated user can successfully complete an order.

Results

The averaged reward and averaged success rate are shown in Figure 6.2. The performance of “NoneTL” increases slowly, since it requires a large number of data to train a dialogue policy. The “RAFS” fails, meaning it is very necessary to find a reasonable speech-act mapping. As we can see, the proposed PROMISE model out-performs other baselines “LAFS”; “RAFS” significantly, which demonstrates learning speech-act and slot-mapping simultaneously is highly necessary and
Figure 6.2: Experiment results for the simulation dataset. The proposed method is “PROMISE”, the methods “FALS” and “FAFS” are the performance upper-bound since they use the ground truth speech-act mapping.

The proposed method can boost the performance when there is no enough data for the target domain. The methods with ground-truth speech-act shows the upper-bound of the dialogue transfer policy. “FALS” gradually out-performs “FAFS”, which shows that it is necessary to learn slot-mapping matrix. The propose PROMISE performs very similarly with the ground-truth “FALS”, which demonstrate the effectiveness of the proposed PROMISE algorithm. The PROMISE is better than “LAFS” with a heuristic slot-mapping and an additional database, which shows that learning slot mapping is better than using human heuristics.
**Result Visualization**

In this section, we visualize the learned speech-acts mapping in the target domain, shown in Figure 6.3. The ground-truth speech-act mapping matrix is a diagonal matrix. As we can see, as more and more data is collected in the target domain, the learned speech-act mapping matrix is getting better.

![Speech-act mapping visualizations](image)

(a) Speech-act mapping with 1 target domain dialogue.   (b) Speech-act mapping with 100 target domain dialogue.

Figure 6.3: Visualization for the speech-act mapping, Figure 6.3(a) is the mapping when there is 1 dialogue in the target domain, and Figure 6.3(b) is the mapping when there are 100 dialogues in the target domain. The ground truth speech-act mapping is the diagonal matrix.

### 6.3.4 Real-world Experiment

In this section, we will conduct experiments with real-dataset.

**Setting**

The training dataset is collected when real human users are interacting with an online-learning dialogue agent via Wechat interface shown in Figure 6.4. After each dialogue, the human user gives a subjective feedback reward as a supervision signal, as shown in Figure 6.4(b). The dialogue agent is constantly improving its dialogue policy with a Gaussian process reinforcement learning. We have collected 40 training dialogues in the source domain and 100 dialogues in the target domain. The test dataset is collected when two human users are interacting with each other, where one is acting the customer and the other is acting the dialogue agent. While one of the dialogue agent in the training dataset is a reinforcement learning algorithm, both the customer and the coffee servant are real persons in the test dataset. 60 test dialogues are collected in the target domain as we
only care about the performance in the target domain. Five users participate in the data collection process, they also give immediate rewards on all dialogue turns and those immediate rewards will be used to train the dialogue policy. The reward setting is the same with the simulation experiment, where a final reward of 20 will be received by the dialogue agent for a successful dialogue, and a slight punishment of $-1$ will be received by the dialogue agent in each dialogue turn to encourage shorter dialogues.

In the real-world dataset, the immediate rewards generated in all dialogue turns will be used to train the dialogue policy. This is the setting where the annotators have to label the immediate rewards of all dialogue turns and it is more costly to label each dialogue, but fewer training dialogues are required to train a satisfactory dialogue policy. The detailed statistics of the real-world dataset is listed in Figure 6.3.

**Evaluation**

We use two kinds of evaluation metrics to evaluate the dialogue policies trained on the real-world dataset.

A static evaluation is conducted with the testing dataset, because a good dialogue policy should
has similar behaviour with the human agent. In each testing dialogue turn, the dialogue agent produces a Q-score for each candidate reply and produces a ranking list of all candidate replies. The ground-truth reply actually performed by the human annotator is labelled as 1 and the other candidate replies are labelled as 0, then an AUC score is calculated for each dialogue turn. If the dialogue policy can rank the ground-truth reply higher, it will have higher AUC and it is considered better, since its behaviour is more similar with the ground-truth human agent. In each dialogue turn, we evaluate the Q-score for 10 times since the Q-score is sampled from a Gaussian distribution. We report the average AUC for all turns and for all samples.

A live evaluation is conducted with the user simulators, since a good dialogue policy should be able to serve simulator users well. The user simulator in the Pydial package interacts lively with the dialogue agent for 300 times where the averaged reward, the averaged success rate, and the averaged dialogue length are used as evaluation metrics.

Results

The averaged AUC and averaged reward are shown in Figure 6.5 and Table 6.4 In the static evaluation, we can see that the performance of “NoTL” increases slowly. By looking at the details, we found that the “NoTL” has very large prediction variance, this is because the “NoTL” does not have enough target domain training dialogues to estimate the mean and variance of the Q-function accurately. The transfer learning methods PROMISE and “LAFS” performance much better and their performances are close to the performance upper-bound, since in the source domain they have already learned very good Q-function with accurate mean and small variance. This result shows the proposed method can effective transfer dialogue policy across domains with unknown speech-acts mappings and different slots. The PROMISE is slightly worse but comparable with the performance upper-bound and the “FALS” which use ground truth speech-act mapping.

In the live evaluation, we can see that the PROMISE significantly outperforms the “NoTL” method when there are more than 7 training dialogues in the target domain, and its performance is close to the performance upper-bound when there are more than 12 training dialogues in the target domain. This result demonstrates the effectiveness of the proposed dialogue policy transfer method. The PROMISE outperforms the “LAFS” method which uses a heuristic slot-mapping method, which shows that it is better to learn a slot-mapping instead of using a heuristic slot-mapping.
Figure 6.5: Experiment results for the Real-world dataset. The proposed method is PROMISE, the methods “FALS” and “FAFS” are the performance upper-bound since they use the ground truth speech-act mapping.

6.4 Conclusion

In this chapter, we tackle the problem of transferring dialogue policies across domains with different speech-acts and disjoint slots. We propose the Policy tRansfer across dOMaIns and SpEech-acts (PROMISE) model, which is able to transfer dialogue policies across different speech-acts and different domains. The PROMISE model can learn to align different speech-acts and slots simultaneously, and it does not require common slots or additional database to calculate slot entropy. Both real-world dialogue data experiments and simulation experiments demonstrate that PROMISE can effectively transfer dialogue policies across different speech-acts and different domains.
Table 6.4: Averaged AUC for static evaluation on the real-word dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th># target dialogue</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoTL</td>
<td></td>
<td>0.5373</td>
<td>0.5798</td>
<td>0.6211</td>
<td>0.6528</td>
<td>0.6572</td>
</tr>
<tr>
<td>RAFS</td>
<td></td>
<td>0.5964</td>
<td>0.5964</td>
<td>0.5964</td>
<td>0.5964</td>
<td>0.5964</td>
</tr>
<tr>
<td>LAFS</td>
<td></td>
<td>0.6926</td>
<td>0.7474</td>
<td>0.7612</td>
<td>0.7655</td>
<td>0.7657</td>
</tr>
<tr>
<td>PROMISE</td>
<td></td>
<td>0.6837</td>
<td>0.7506</td>
<td>0.7670</td>
<td>0.7664</td>
<td>0.7646</td>
</tr>
<tr>
<td>FAFS (Upper bound)</td>
<td></td>
<td>0.7684</td>
<td>0.7684</td>
<td>0.7684</td>
<td>0.7684</td>
<td>0.7684</td>
</tr>
<tr>
<td>FALS (Upper bound)</td>
<td></td>
<td>0.7727</td>
<td>0.7756</td>
<td>0.7780</td>
<td>0.7740</td>
<td>0.7727</td>
</tr>
</tbody>
</table>
CHAPTER 7

THE UNIFIED TRANSFER REINFORCEMENT LEARNING MODEL

In this section, we summarize the above works with a unified transfer reinforcement learning model, and then we show how to use the this unified transfer reinforcement learning model and learn different personalized weighting function on dialogue policy transfer problems with different granularities.

7.1 The Unified Transfer Reinforcement Learning Model

To solve the research challenges stated in the introduction, we propose three models. All models can be unified as a model, where the target policy Q-function consists of two parts. The first part of the Q-function corresponds to the transferable common dialogue policy, which can be shared across the source and target tasks. The second part of the Q-function models the domain-dependent factors of the dialogue policy. In order to allow a flexible switch between the general model and the personal model, the factor of the common Q-function and the personal Q-function should be modelled as a function of the dialogue state. In order to allow dialogue policy transfer across different domains with different slots and speech-acts, the common dialogue policy part would have a translation function that can translate the target domain states and target domain actions to source domain states and source domain actions. The unified model can be formulated as:

\[
Q^t(H^t, Y^t) = (1 - O^p(H^t))Q_g(f(H^t), f(Y^t)) + O^p(H^t)Q_p(H^t, Y^t),
\]  

(7.1)

where \(Q_g()\) is the domain-independent common Q-function, \(Q_p()\) is the domain-dependent Q-function, \(O^p()\) is the weighting factor of the domain-dependent Q-function \(Q_p()\), and \(f()\) is a cross-domain mapping function that translates the target domain state \(H^t\) and action \(Y^t\) to the corresponding source domain state and action.

7.2 Learning the Unified Model

The unified model can be trained with typical reinforcement learning algorithms. We denote the set of all model parameters by \(\theta = \{\theta_g, \theta_c, \theta_p, \theta_o\}\), where \(\theta_g\) is the general parameter set shared
across all users in \( Q_g() \), \( \theta_c \) is the cross-domain mapping parameter set in \( f(H^t) \) and \( f(Y^t) \), \( \theta_p = \{ \theta_p^u; \forall u \} \) is the personal parameter set consists of a parameter \( \theta_p^u \) for all users \( u \) in \( Q_p() \), and \( \theta_o \) is the parameter set for the personalized weighting function \( O^p(H^t) \). The training dataset is denoted by \( D = \{ T \} \) and \( T = \{ H_n, Y_n, r_n, H'_{n} \}_{n=1}^{N} \) is a multi-turn dialogue trajectory of length \( N \). For Q-learning, the learning objective can be formulated as

\[
    L(D; \theta) = \sum_{<H_n,Y_n,r_n,H'_{n}> \in D} (Q(H_n,Y_n) - r_n - \gamma \max_{Y_i} Q(H'_{n},Y_i))^2.
\]  

(7.2)

For policy-gradient method, the learning objective is the expected reward of the policy under a multi-turn trajectory \( T = \{ H_n, Y_n, r_n, H'_{n} \}_{n=1}^{N} \) in \( D \), defined as

\[
    J(T \in D; \theta) = -E[P(T; \theta)J^T],
\]  

(7.3)

where \( J^T \) is the total reward obtained in a trajectory \( T \). The general training process is as follows:

1. **Source domain training.** Firstly, the model is trained in the source domain dataset \( D^s \), in order to get the source domain general parameter \( \theta_g \) that could be shared with the target domain. For a personalized dialogue system where multiple users are treated as the source domain, we could also obtain a part of \( \theta_p \) and \( \theta_o \), depending on the form of the actual model being used.

2. **Adaptation on target domain.** Then, the model is adapted in the target domain dataset \( D^t \), in order to learn the other adaptation parameters. For a personalized dialogue system, the target user parameters \( \theta_p \) and the target user personalized weighting parameter \( \theta_o \) will be also learned in the target domain. For cross-domain dialogue policy transfer, the cross-domain mapping parameter \( \theta_c \) will be learned based on the source domain policy and the target domain dataset, in order to maximize the performance of the transferred policy in the target domain.

### 7.3 Learning Personalized Weighting Function in Different Granularities

In this section, we show how to learn the personal weighting function in settings with different granularities. We will show how to learn the global personal weight factor, the user-level personal weight factor and the word-level personal weight function. The personal weighting functions on different situations can be summarized as

\[
    O^p(H^t, u)
\]  

(7.4)
where \( u \) is the user and \( H^t \) can be state variables in different granularities, for example, \( H^t \) can be a dialogue state for each dialogue turn or \( H^t \) can be the RNN hidden state for each word.

In Chapter 4, we introduce a model with a global personal weight factor. We can further improve the model by learning a different personal weight factor for each target user. In Chapter 5, we introduce a personal word gating function, which works on the level of each user and each generated word. In summary, we organize the personal weighting function in three different granularities as follows:

1. **Global personal weight factor.** A global personal weight factor is a scalar variable indicating how much the dialogue policy should be affected by the user preference. In this setting, the personal Q-function part has a constant affect on the final Q-function for all dialogue situations. The assumption is that for all user in all situation, the personal user preference should have a certain proportion of affect on the final dialogue policy. The global personal weight factor is simple and straightforward, it can be learned from a limited number of training instances, and it is also robust. However, due to the simple nature, the model has a low model capacity and can not deal with situations when the dialogue policies should have different proportions of personalization for different users. The Global personal weight factor can be learned as a variable in the end-to-end supervised learning or reinforcement learning.

2. **User-level personal weight factor.** For every target user in the dialogue system, there is a separate scalar weight variable indicating how much the dialogue policy should be affected by the user preference. The user-level personal weight factors of different users could be different. The assumption is that different users might have different levels of personalization, some users might always act according to their preferences, and some users might want to try new options more. The dialogue policies for the users with a regular pattern should be more personalized. The user-level personal weight factors are more flexible than the global personal weight factor, since there are more parameters to learn. However, more training data for each target user is required to train the model. The user-level personal weight factors can be learned directly as a group of variables with end-to-end supervised learning or reinforcement learning.

3. **Word-level personal weight function.** The word-level personal weight function predicts the personal gating indicator variable for each generated word in each sentence, for each user. The personal gating variable indicates whether each generated word should be affected by the user preference, for each dialogue state and for each different user. This is the personalization
mechanism with the finest granularity. The assumptions is that some phrases in the dialogue sentences are related to the user’s personal preference while some phrases are commonly seen in all dialogue sentences. The common phrase model could be shared across all users while the phrases related to personal preferences should not be shared at all. The word-level personal weight function is more flexible than the user-level personal weight factor, since it is dependent on the hidden state for each generated words, for each user. It can enable the dialogue policy transfer learning to operate on the fine-granularity phrase level, sharing the common phrase generator model. However, training a word-level personal weight function requires the most labelling information. The parameters of the word-level personal weight function can be trained directly as a target of supervised learning, and it can also be trained via end-to-end supervised learning or reinforcement learning.

7.3.1 Learning Global Personal Weight Factor

In this part, we introduce how to learn a single personal weight factor for all user. A global personal weight factor is a scalar variable used to model how much the dialogue policy should be affected by the personal preference. A large personal weight factor means that the dialogue policy is affected more by the personal preference while a small personal weight factor means the dialogue policy is more general.

If a global personal weight factor is used, it means the personal weight factor \( o_p \) does not depend on the user or the dialogue state. Here the dialogue state of user \( u \) is a state vector \( h^u_n \) which is extracted from the dialogue history \( H^u_n = \{X^u_i, Y^u_i\}_{i=1}^{n-1}, X^u_n \} \), a dialogue action is a sentence embedding vector \( y^u_n \) extracted from the \( n \)-th candidate reply sentence \( Y^u_n \), and the state vector contains all the information required to rank the reply candidate sentences. In a dialogue manager, the task of the dialogue policy \( Q(h^u_n, y^u_n) \) is to rank a list of candidate reply sentences under a specific dialogue state.

The training loss function is formulated as

\[
L(D; \theta) = \sum_{<h^u_n, y^u_n, r^u_n, h'_n^u> \in D} (Q(h^u_n, y^u_n) - r^u_n - \gamma \max_{y^u_i} Q(h^u_n, y^u_i))^2,
\]

where \( D = \{D^u\} \) is the training data for all users and \( D^u \) is the training data for user \( u \), \( \theta = \{\theta_g, \{\theta^u_p\}, o^p\} \) is the set of parameters we need to learn, \( \theta_g, o^p \) are the parameters shared across all users and \( \theta^u_p \) are the personal preference parameters for user \( u \). \( Q(h^u_n, y^u_n) \) is defined as

\[
Q(h^u_n, y^u_n; \theta) = Q_g(h^u_n, y^u_n; \theta_g) + o^p Q_p(h^u_n, y^u_n; \theta^u_p).
\]
The global personal weight factor $o^g$ can be learned for all users via gradient-based optimization methods such as gradient descent. For all data $<h_n^u, y_n^u, r_n^u, h_n^{u'}> \in \mathcal{D}$, the update function for $o^g$ is formulated as

$$o^g \leftarrow o^g + \alpha \Delta o^g L(\mathcal{D}; \theta). \quad (7.7)$$

The global personal weight factor is simple and straightforward, it can be learned from a limited number of training instances, and it is also robust. However, due to the simple nature, the model has a low model capacity and cannot deal with situations when the dialogue policy should have different proportion of personalization for different users.

### 7.3.2 Learning User-level Personal Weight Factor

In this part, we introduce how to learn a personal weight factor for each user. In order to model different personal weight factors for different users, the model has a separate personal weight variable for each user. For the users who have regular speech patterns, for example, those who always order the same kind of coffee to the same address, a personalized dialogue system should behave more according to the users’ preferences and make personalized recommendations. For the users that have diversified interests who do not have regular pattern, the dialogue system should be more general to deal with various new situations.

We use $o$ to denote the user-level personal weight vector which consists of the personal weight of each user, and $o^u$ is the scalar personal weight for user $u$. The dialogue state vector of user $u$ is $h_n^u$, which is extracted from the dialogue history $H_n^u = \{X_i^u, Y_i^u\}_{i=1}^{n-1}, X_n^u$. The dialogue action vector of user $u$ is $y_n^u$, and it is the sentence embedding vector extracted from the reply sentence $Y_n^u$. The task is to choose an appropriate reply sentence under each dialogue state. In a dialogue manager, the dialogue policy ranks each candidate reply with the Q-function $Q(h_n^u, y_n^u)$.

The training loss function is formulated as

$$L(\mathcal{D}; \theta) = \sum_{<h_n^u, y_n^u, r_n^u, h_n^{u'}> \in \mathcal{D}^u} (Q(h_n^u, y_n^u) - r_n^u - \gamma \max_{y_i^u} Q(h_{i}^{u'}, y_{i}^u))^2, \quad (7.8)$$

where $\mathcal{D} = \{\mathcal{D}^u\}$ is the training data for all users and $\mathcal{D}^u$ is the training data for user $u$, $\theta = \{\theta_g, \{\theta^u_p\}, o\}$ is the set of all the parameters we need to train, $\theta_g$ is the general parameter shared across all users and there is a separate personal parameter $\theta^u_p$ and a $o^u$ for each user. $Q(h_n^u, y_n^u)$ is defined as

$$Q(h_n^u, y_n^u; \theta) = Q_g(h_n^u, y_n^u; \theta_g) + o^u Q_p(h_n^u, y_n^u; \theta_p). \quad (7.9)$$
For each training trajectory \( < h_n^u, y_n^u, r_n^u, h_n' > \in \mathcal{D}_u \) of user \( u \), we can update the personal weight factor \( o^u \) for the corresponding user \( u \) as

\[
o^u \leftarrow o^u + \alpha \Delta_o^u L(\mathcal{D}_u; \theta).
\] (7.10)

The user-level personal weight factors give more flexibility to the model by having a different personal weight variable for each user, so the dialogue policy can have different personalized behaviour for different users. However, more training dialogues are required to train the model.

### 7.3.3 Learning Word-level Personal Weight Function

In this part, we introduce how to learn a word-level personal weight function (personal word gating function) for each word in response generation. In order to transfer fine-granularity phrase-level knowledge across different users, we propose the word-level personal weight function. In an end-to-end personalized dialogue policy, a word-level personal weight function predicts the personal word gating variable \( o_{n,t} \) for each generated word \( y_{n,t} \in Y_n \) based on the hidden states in the recurrent models.

The motivation is explained as follows. Some phrases in the dialogue sentences are commonly seen in all dialogues, for example, “Would you like” and “please deliver to” are such common phrases in services domain. Some phrases in the dialogue are related to the personal information of a user, for example, “No.1199 Minsheng Road, Pudong District Shanghai” is a sensitive personal address that a user would not like to share. The common phrases can be shared across all users while the personal phrases should not be shared at all, but this two kind of phrases might appear together in the same dialogue sentence. Traditional transfer learning methods operate on the granularity of sentences, so they might have poor performance and might lead to personal information leakage. We propose a novel personal word gating mechanism for this problem, the personal word gating mechanism can predict whether the current word is a general word or a personal word, and switch to appropriate response generation model accordingly. The personal word gating variable can be seen as a kind of personal weight for each word, so here the personal word gating function is a kind of word-level weighting function which predicts the personal word gating variables. The personal word gating variable indicates whether the word should be affected by the user preference before this word is generated.

In an end-to-end personalized dialogue policy, the task is to generate the response sentence word by word. In the generation process, the state \( h_{n,t} \) is the current hidden state for the \( t \)-th word in the \( n \)-th system reply in the recurrent model. The possible actions are all the words \( y \) in
the vocabulary, and the ground-truth word is denoted as $y_{n,t}$. We can use a generation function $\pi(h_{n,t}, y_{n,t})$ to model the generation probability as

$$P(\hat{y}_{n,t} = y_{n,t}|h_{n,t}) = \pi(h_{n,t}, y_{n,t}), \quad (7.11)$$

$$\pi(h_{n}^{u}, y_{n}^{u}; \theta) = (1 - O(h_{n}^{u}; \theta_{o}))\pi_{g}(h_{n}^{u}, y_{n}^{u}; \theta_{g}) + O(h_{n}^{u}; \theta_{o})\pi_{p}(h_{n}^{u}, y_{n}^{u}; \theta_{p}), \quad (7.12)$$

where $\theta = \{\theta_{g}, \{\theta_{p}\}_{u}, \theta_{o}\}$ are the parameters to learn, $\theta_{g}$ is the general model shared across all users, $\theta_{p}^{u}$ is the personal generation model of user $u$ and $\theta_{o}$ is the parameter for the personal word-gating function.

In the previous section, the personal word gating variable $\hat{o}_{n,t-1}^{u}$ is binary. If the predicted personal word gate variable $\hat{o}_{n,t-1}^{u} = 0$, the current word $y_{n,t}$ will be generated by the common model, otherwise $y_{n,t}$ will be generated by the personal model of user $u$, as

$$\pi(h_{n,t}, y_{n,t}; \theta) = \begin{cases} \pi_{g}(h_{n,t}, y_{n,t}; \theta_{g}) & \text{if } \hat{o}_{n,t-1}^{u} = 0, \\ \pi_{p}(h_{n,t}, y_{n,t}; \theta_{p}^{u}) & \text{if } \hat{o}_{n,t-1}^{u} = 1. \end{cases} \quad (7.13)$$

A training dialogue trajectory of length $N$ is denoted as $\mathcal{T}^{u} = \{H_{n}^{u}, Y_{n}^{u}, r_{n}^{u}, H^{r_{n}}\}_{n=1}^{N}$. We denote the return of the trajectory by $J^{T^{u}} = \sum_{n=1}^{N} \gamma_{n}^{-1} r_{n}^{u}$ where $r_{n}^{u}$ is the reward obtained at the $n$-th dialogue turn. The model can be trained via policy gradient method, and the loss function is defined as the expected reward of the policy under all trajectories $\mathcal{T}^{u}$ in $\mathcal{D}^{u}$:

$$J(\theta) = - \int_{\mathcal{T}^{u}} p(\mathcal{T}^{u}; \theta) J^{T^{u}} d\mathcal{T}^{u}, \quad (7.14)$$

$$J(\mathcal{D}^{u}; \theta) = - \mathbb{E}(P(\mathcal{T}^{u} \in \mathcal{D}^{u}; \theta) J^{T^{u}}). \quad (7.15)$$

The word-level personal function can be learned by

$$\theta_{o} \leftarrow \theta_{o} + \alpha \Delta_{\theta_{o}} J(\mathcal{D}^{u}; \theta). \quad (7.16)$$

When we have a ground truth binary annotation $o_{n,t}^{u}$ for each word in the training sentences, the gradient can be calculated by

$$\Delta_{\theta_{o}} J(\mathcal{D}^{u}; \theta) = \mathbb{E}\{\sum_{n} \sum_{t} \Delta_{\theta_{o}} \log P(\hat{o}_{n,t}^{u} = o_{n,t}^{u}|h_{n,t}^{u}; \theta_{o}) J^{T^{u}} \}. \quad (7.17)$$

When we do not have ground truth annotations for each word in the training sentences, it is theoretical possible to learn the soft personal word label $\hat{o}_{n,t}^{u}$ in the training set as a real value latent variable, so the variables to be learned becomes $\theta = \{\theta_{g}, \{\theta_{p}\}_{u}, \theta_{o}, \{o_{n,t}^{u}\}_{u,n,t}\}$, then the gradient can be calculated by

$$\Delta_{\theta} J(\mathcal{D}^{u}; \theta) = \mathbb{E}\{\sum_{n} \sum_{t} \Delta_{\theta} \log P(y_{n,t}^{u}|\hat{o}_{n,t}^{u} = o_{n,t}^{u}, h_{n,t}^{u}; \theta_{g}, \theta_{p}) P(\hat{o}_{n,t}^{u} = o_{n,t}^{u}|h_{n,t}^{u}; \theta_{o}) J^{T^{u}} \}. \quad (7.18)$$
However, in our experiments, since the number of parameters are too large, learning the ground-truth personal word labels as latent variables suffers from severe noise problem, and the performance is not good. We leave this part to the future work.

The word-level personal weight function is the most flexible model, since it is dependent on the hidden state for each generated words. It can enable the dialogue policy transfer learning to operate on the fine-granularity phrase level, where the common phrases generator model is shared across all users. However, training the word-level personal weight function requires the most annotation information, since the ground-truth personal gating variables for all words have to be annotated.
CHAPTER 8

CONCLUSION AND FUTURE WORKS

In this thesis, we tackle the problem of transferring task-oriented dialogue policies across users with different preferences, across domains with different slots and different speech-acts. In previous chapters, we propose three new models for three different scenarios and we summarize them into a unified transfer reinforcement learning framework. With the proposed unified transfer reinforcement learning framework, the dialogue policies in the source domain can be transferred to the target domain with little data, and it can help the target domain dialogue policy to reduce dialogue length and complete tasks faster, improve the response generation quality and reduce the amount of training data needed in the target domain.

8.1 Conclusion

In this thesis, we study the transfer reinforcement learning problem in task-oriented dialogue systems, and our contributions are summarized as follows.

We have systematically identified and formulated three transfer reinforcement learning problems in task-oriented dialogue systems.

1. In traditional rule-based dialogue system, the dialogue states, system speech-acts and the user speech-acts have to be manually defined, and it is difficult to reuse the system when the dialogue states and speech-acts are hard to define. In personalized task-oriented dialogue systems, the data collected from each user is usually insufficient for training a traditional learning-based dialogue system. A personalized dialogue system trained on a small dataset is likely to fail on unseen but common dialogues due to the over-fitting. Traditional transfer learning dialogue systems transfer dialogue data across users with different preferences, but they do not model the difference between different users. As a result, the transferred policy might harm the performance of the personalized dialogue systems in the target domain, e.g., making wrong recommendations. How to learn the dialogue states and the dialogue policy automatically from the source domain and adapt to the target user with little data? This question is studied in Chapter 4.
2. In personalized task-oriented dialogue systems, some phrases in the dialogue sentences are commonly seen in all dialogues, for example, “Would you like” and “please deliver to” are such common phrases in services domains. Some phrases in the dialogues are related to the personal information of a user, for example, “No.1199 Minsheng Road, Pudong District Shanghai” is a sensitive personal address that a user would not like to share. The common phrases can be shared across all users while the personal phrases should not be shared at all. However, this two kind of phrases might appear together in the same dialogue sentence. Traditional transfer learning methods operate on the granularity of sentences, so they might have poor performance and might lead to the personal information leakage. How to transfer an end-to-end dialogue policy from the source domain to the target domain effectively? This question is studied in Chapter 5.

3. Existing cross-domain dialogue policy transfer models cannot transfer across domains with different speech-acts, and the current slot-mapping matrix is either based on common slots or built with human heuristic and requires all data rows in the database. However, in many situations there might not be any common slots and the full database access might not be available, so the existing methods can only be used in limited situations. How to transfer a task-oriented dialogue policy across domains with different slots and speech-acts? This question is studied in Chapter 6.

We propose three models for the above mentioned problems, including the PErsonalized Task-oriented diALogue (PETAL, Chapter 4) model, the Personalized Decoder model (Chapter 5) and the Policy tRansfer across dOMaIns and SpEech-acts (PROMISE) model (Chapter 6). We have summarized these models into a Unified Transfer Reinforcement Learning model (Chapter 7), and we give some general principles and methodologies for policy transfer across dialogues with different users, different domains and different speech-acts.

We have applied the above transfer reinforcement learning models in different applications, and we have conducted extensive experiments to verify the effective of the propose models compared with baseline models.

8.2 Future Works

In this section, we list some promising future directions that are not yet explored.

Fine-grain knowledge transfer without personal word gating annotation. Fine-granularity knowl-
edge transfer models are proven to perform better than the sentence-level knowledge transfer models. However, in the previous Chapter [5] in order to transfer fine-granularity knowledge, we will have to annotate the ground-truth personal word label for each word in the training dataset, which requires a lot of human efforts. Can we let the model learn to identify which word is personal and which word is not automatically? A general idea is to treat the ground-truth personal word labels in the training set as latent variables, and design an algorithm to learn it from the training dataset. The tf-idf features of each word should also help to distinguish whether a word is personal or not. If we can infer automatically which part of the sentence is personal and which part should be shared, this implies that this algorithm can automatically discover the domain-independent knowledge ready for transfer, and it will have great impact and it will allow transfer learning on many sequence-to-sequence-based models.

Co-training for transfer reinforcement learning. Current transfer learning in reinforcement learning considers only single direction transfer, from the source domain to the target domain. However, it is possible the enhanced target domain could also help the learning of the source domain. Co-training style transfer learning framework might be used in such situation, where the source domain and the target domain can help each other alternatively.

In current task-oriented dialogue systems, only the dialogue history can be used as the dialogue context. However, many environment factors will also affect the dialogue responses of a human being. In a different time and different places, people might have different kinds of responses to the same question. For example, in a formal conference, people might respond to question seriously. But in a party, people might joke about the question. The external factors such as the time, the location, the activity or even the weather should be considered in the dialogue context.

Current learning-based task-oriented dialogue systems usually focus on one single dialogue domains, and they cannot talk about something other than the current domain. However, in real dialogues, people might jump from topic to topic and talk about many tasks in the same dialogue. Designing a dialogue state for each possible tasks might work, but it will cost a lot of human effort. Designing a learning algorithm that can learn from dialogues with multiple domains will surely be of great help. There are a few difficult questions, e.g., how do we know the task has been changed, how to define a task? Can we use external knowledge such as knowledge-graph to help construct the dialogue states? Solving such questions might have great industrial and academic impact.
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